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1.0 Executive Summary

A significant transformation of the NASA Information Technology (IT) management model is required to better enable NASA’s mission by integrating people, processes, technology, and information. The “10 healthy Centers” model requires significant collaboration across organizations to achieve mission success. Changes in the IT management model are also required to improve security and to achieve efficiencies in NASA’s IT infrastructure and applications. NASA is recognizing the fundamental relationship that exists between mission success and IT as well as the need to better manage IT strategically and tactically Agency-wide.

In response to direction from the NASA Strategic Management Council (SMC), the Chief Information Officer (CIO) in collaboration with the Center and Mission Directorate CIOs, and consultation with key stakeholders, has developed this strategy for improving management of IT at NASA. Requirements in five key areas were addressed resulting in detailed recommendations and action plans.
1. IT Governance

Requirement:

Develop an IT governance model that allows for alignment of IT solutions with mission needs and links the CIO chain and programmatic chain for IT decision making, while rethinking the traditional mission/institutional IT models.

Result:

A structured, decision-oriented model was developed with critical linkages to NASA Procedural Requirements (NPR) 7120.7 and other NASA IT management processes such as capital planning and investment control, information security planning, and enterprise architecture as defined in NPD 2800 and supporting policies, procedural requirements, standards, and guidance.

2. IT Financial Management

Requirement:

Develop a strategy to create better visibility into the entire NASA IT budget and allow for improved IT investment decision making.

Result:

A financial management strategy was developed in alignment with existing NASA processes and tools. The key elements of the strategy are:

1. Funding and Investment Controls, including establishing a “base–services” funding strategy and new Investment Selection and management disciplines

2. Costing and Chargeback Processes, including the methods for processing charges for over-and-above base service provisioning

3. Budgeting/Actuals Tracking, including the processes and tools to be used in capturing full transparency into demand for IT services and actual dollars spent

4. Benefits Realization, including the processes for determining the value received for IT services delivered and the ability to continue to mature and grow processes and disciplines

5. Control and Coordination, including how the CIO organization will enable the new IT Financial Management strategy
3. IT Application Portfolio Management

Requirement:

Develop an application portfolio management approach for organizing and managing applications and integration standards at the Agency, Center and Program levels.

Result:

An application portfolio management strategy was developed with the objective to establish a mature application portfolio program at NASA. The three main elements of the program are:

6. A Framework and processes to execute the portfolio management strategy
7. Tools that enable analysis of portfolio information
8. A Common governance and business taxonomy

4. IT Infrastructure

Requirement:

Develop a framework and management model for the collective IT infrastructure going forward, including a master planning process and funding approach for the IT infrastructure.

Result:

A new framework and taxonomy for defining infrastructure at NASA was developed, an infrastructure management model in alignment with the IT principles and SMC guidance was defined and a number of needed changes to the high-level infrastructure architecture were identified.

5. IT Organization

Requirement:

Develop an organizational model that aligns with and enables the execution of the new IT management model.

Result:

An organizational model with nine competency areas was developed as well as an organizational transition approach to reach the desired target state. The required nine competency areas are:

9. Governance and Policy
10. Enterprise Architecture
11. IT Security
12. Relationship Management
13. Resource Management
14. Innovation Management:
15. Service Management and Delivery (Operations)
16. Project Management (and Development)
17. Performance Management
The NASA SMC approved the IT management strategy and recommendations on September 13, 2007. NASA is moving forward to execute the approved strategy.

2.0 Background

2.1 Impetus for Change

On January 14, 2004 President George W. Bush gave NASA a defining challenge for the 21st century with compelling new objectives outlined in “A Renewed Spirit of Discover: The President’s Vision for Space Exploration.”  NASA’s Exploration Program commits our Nation to a new journey of exploration of the solar system, beginning with the return of humans to the Moon by the end of the next decade, and leading to subsequent landings on Mars and other destinations, such as near-Earth asteroids. The fundamental goal of NASA’s Exploration Program is “to advance U.S. scientific, security, and economic interest through a robust space exploration program.”

Effectively and efficiently managing, preserving, protecting, and disseminating the information required to achieve, and resulting from, exploration and other NASA missions is vital to mission success. As well, seamless collaboration of the NASA workforce across multiple Centers will be vital in the planning, design and development of mission-related capabilities and technology in the future.
2.2 NASA IT Environment

Figure 1 provides an overview about the key data of the current NASA IT environment.
Figure 1. NASA IT Environment—Key Data

[image: image21.png]


 [image: image1.png]@/ NASA IT Environment

Users NASA IT Workforce

* 18,000 Employees * 670 FTE, 2,386 WYE managed by CIOs

* 44,000 Contractors * 1,167 C.S. positions w/ IT as primary competency
Spending Networks

* >$2.2B annually * 3 Wide Area Networks, 6 million IP addresses

Systems/Applications : >80 connectiqns to Internet $§rvice Providers
« > 2500 Applications >200 connections to universities and partners

* NOMAD Email; 38K accounts

*530K/d deli d 3
ayimessggep dellyere Devices and Data Centers

* >80,000 Desktops/Laptops
¢ >5K servers @ 34 data centers
* 2'Supercomputers

Websites

* >8,000 websites

¢ ~4K public & ~4K internal

* 2.4M indexed docs for public

2




2.3 Misalignment of IT with the Mission

An assessment of the state of NASA Information Technology (IT) conducted in April 2007 resulted in the realization that there are a number of misalignments between the management of NASA IT and the overall NASA mission and the NASA Strategic Plan. Specifically it was identified that:

· NASA needs to be more efficient with investments in IT. The Agency currently spends approximately $2.2 billion on IT which equates to roughly 13 percent of the total NASA budget. The typical U.S. Government organization spends around 7–9 percent of their budget on IT.

· There is an inconsistent understanding of how IT is managed at NASA and the role the Chief Information Officers (CIO) play.
· NASA experiences a proliferation of tools and lack of standards to enable integration which make it difficult to work seamlessly across Center boundaries.
· The NASA CIO function is detached from the mission and seen as the source of unfunded mandates and bureaucracy.

· The mission programs don’t trust the “institutional IT organization” to deliver mission value.

2.4 The Response

The Office of the CIO (OCIO) was tasked by the SMC to address these problems by developing a strategy in collaboration with the Center and Mission Directorate CIOs that will enable the NASA IT environment to be fully aligned with the NASA Mission and Strategic Plan. Specifically, the OCIO was tasked to:

· Develop plans to implement an IT authority model using an approach similar to the Office of Chief Engineer (OCE) and Office of Safety and Mission Assurance (OSMA) structure for technical authority

· Revise NPD 2800.1A, Managing Information Technology and NPR 2800.1, Managing Information Technology, with Changes, as governing documents for Agency IT management
· Work with the OCE and Program Analysis and Evaluation (PA&E) to develop an application management process that organizes the Agency’s investments in IT tools and applications to ensure integration and eliminate unnecessary duplication
· Develop a detailed IT infrastructure management strategy that outlines the path forward for implementing and managing the Agency’s end user devices (desktops, PDAs, etc.), networks, and data centers, to ensure seamless collaboration Agency-wide
· Work with the Office of the Chief Financial Officer (OCFO) and the Office of Program and Institutional Integration (OPII) to establish an improved methodology to ensure visibility of IT resources in the budget and accounting structure
Four working groups with OCIO, Mission Directorate and Center representation were formed to address the specific tasks in the area of IT Governance and Organization, IT Infrastructure, IT Financial Management and IT Application Portfolio Management. The working group results, which included specific recommendations and plans, were approved by the SMC on September 13, 2007.

3.0 Vision for NASA IT Management
The purpose of IT at NASA is to enable the mission and deliver mission value through the use of Information Technology. To achieve this purpose the OCIO has defined the following vision for the future of IT at NASA:

· NASA invests in the right IT solutions that provide the greatest benefit to the NASA mission.

· IT systems are seamlessly deployed and utilized across Center boundaries.

· IT projects selected and executed by NASA provide expected benefits, such as return on investment, improved collaboration capability, improved security, etc.

· IT at NASA makes information accessible, integrated and actionable for mission programs.

· NASA CIOs provide a reliable, efficient, secure, and well-managed IT infrastructure that customers rely on rather than compete with.

· NASA CIOs are credible, trusted partners in solving mission and business problems.

4.0 NASA IT Principles
The following four characteristics describe the IT environment to which NASA aspires, and will serve as principles to guide IT decisions and planning:

18. MISSION ENABLING: Information technology at NASA serves to enable NASA’s mission.

19. INTEGRATED: NASA will implement information technology that enables the integration of business (mission) processes and information across organizational boundaries.

20. EFFICIENT: NASA will implement information technology to achieve efficiencies and ensure that IT is efficiently implemented.

21. SECURE: NASA will implement and sustain secure information technology solutions.

5.0 Strategy for Change

In response to direction from the NASA Strategic Management Council, and to align NASA IT with the NASA mission and with the CIO’s vision for the future, the CIO has developed the following strategy for improving management of IT at NASA. The strategy includes direction and initiatives in five key areas:
22. IT Governance

23. IT Financial Management

24. IT Application Portfolio Management

25. IT Infrastructure

26. Organization Design and Staffing
The following sections describe each area in detail
5.1 IT Governance Strategy
IT governance is a framework that encompasses the structures, inputs, outputs, activities, decision rights and accountability necessary to facilitate the effective and efficient use of IT. The importance of effective IT governance is supported by the independent research of recognized industry experts: MIT Sloan School of Business finds that effective IT governance is key to an organization’s ability to respond quickly and effectively to changing needs; Forrester research finds that 55 percent of organizations already have formal IT governance in place; and Gartner Inc. research finds the number of organizations planning to establish formal IT governance is on the rise.
By adopting a mature approach to IT governance, NASA will be better able to conduct the following activities:

· Support the NASA Mission via ongoing alignment of NASA’s IT assets and processes (and the management of those assets and processes) with its business requirements and strategic initiatives

· Identify potential areas of investment redundancy and opportunities for consolidation

· Conduct master planning at the Agency level to better-prioritize investments

NASA’s approach to IT governance going forward is a structured, decision-oriented model that has critical linkages to NPR 7120.7 NASA Information Technology and  Institutional Infrastructure Program and Project Management Requirements and other NASA IT management processes such as capital planning and investment, information security planning, and enterprise architecture as defined in various IT-related policy documents (NPR 2800.1, Managing Information Technology, NPR 2810.1 Security of Information Technology, and NPR 2830.1, NASA Enterprise Architecture Procedures). 
NASA’s IT environment is basically organized into three major areas, or portfolios: IT infrastructure services; IT applications, and “Highly Specialized” IT, such as the technology that supports real-time control systems and on-board avionics. While some cross-cutting IT processes, such as IT security, apply to all portfolios, the scope of the IT governance described in this document addresses IT infrastructure services and IT applications only.

Program and project management of “Highly Specialized” IT is in accordance with NPR 7120.5 “Space Flight Program and Project Management Requirements” and will be subject to governance structures and processes already in place.
Figure 2. IT Portfolios and Governing Policies
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To address the wide-ranging decisions which occur throughout the life cycle of an IT investment, NASA will employ a three-board model where each board has a clear set of responsibilities as well as interfaces to the other governing bodies. The three-board IT governance model (Figure 3) provides complete coverage of the life cycle of an IT investment from the initial decision to fund a proposed investment, to oversight of its implementation and operations, and decommissioning. Each of these life cycle phases has associated with it unique milestones and metrics that require different activities and therefore different memberships. 

Figure 3. IT Governance Board Structure
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· IT Strategy and Investment Board

· Decisions regarding IT strategy and related investments (prioritization and selection), Enterprise Architecture, and NASA-wide IT policies/processes. Members include senior level stakeholders from Mission Directorates, Mission Support Offices, and Centers.

· IT Program Management Board

· Decisions regarding application and infrastructure projects to ensure that investments approved by the IT Strategy and Investment board stay on track during formulation, design and implementation. Members include the Deputy CIO, one or more IT Strategy and Investment Board (SIB) Representatives for continuity, IT Operations Board (OB) Chair, Enterprise Architecture (EA) Lead, representatives from Mission Directorates, Mission Support and Centers.

· IT Operations Board

· Decisions regarding operational performance and issues. Members include the Associate CIO for Architecture and Operations, Center CIOs, the Deputy CIO for IT Security and the EA Lead.  Mission Directorates may provide a representative at their discretion.
The table below provides additional detail on the membership, scope, inputs/outputs, and meeting frequency of each board.

Table 1. IT Governance Board Structure Details Matrix

	
	IT Strategy and Investment Board (Quarterly)
	IT Program Management Board (Monthly)
	IT Operations Board (Quarterly)

	Membership
	· Agency CIO (Chair)

· Aeronautics Mission Directorate Director, Mission Support Offices

· Exploration Systems Mission Directorate—Deputy AA for Management and Policy

· Science Mission Directorate—Assistant AA for Resource Management and Analysis

· Center—Deputy or Associate Center Director

· Office of Institutions & Management, Associate Administrator

· Office of Program and Institutional Integration—Deputy Director

· Office of the Chief Financial Officer—Deputy CFO

· Office of Program Analysis and Evaluation—Director, Strategic Investment Division

· Office of the Chief Engineer—Deputy for Management

· Director of Institutions and Management
	· Dep CIO (Chair)

· IT SIB Rep

· IT OMB Chair

· EA Lead

· MD/MSO Reps(ex officio)

· Center Representative
	· Associate CIO Architecture & Operations (Chair)

· Center CIOs (10)

· Deputy CIO for IT Security

· EA Lead

	Scope
	· Agency IT Investments

· Strategic Institutional Investments (SII), Overguides, Center Management and Operations (CMO), Corporate
· Cross-Cutting IT Policies and Processes
	· Agency Projects

· Selected Center Projects

· SII projects, Overguides, other…)
	· Agency Operational Systems

· Selected Center Operational Systems

· Key Performance Indicators (KPI)

	Activities
	· Investment Selection and Evaluation

· IT Strategic Plan Approval

· Policy Approval

· EA Approval

· KPI Review
	· Investment Control

· Program Management Oversight
	· Configuration Mgt. Oversight

· Performance Mgt. Oversight

· Community of Interest Coordination

	Inputs
	· EA Updates

· Portfolio Assessment

· Investment Proposals
	· Project Status Reports

· EA Project Reviews

· EA Standards
	· EA Service Reviews

· EA Standards

· Customer Feedback

· Portfolio Assessment

	Outputs
	· IT Strategic Plan

· Investment Decisions

· KDP Approvals
	· Project Status Dashboard

· Investment Proposals

· KDP Approvals
	· Performance Dashboard

· Investment Proposals

· KDP Approvals


It is important to note that although each of the boards is chaired by a member of the OCIO, decisions will be made in consultation with, and with concurrence of key stakeholders and an escalation path to the Agency Operations Management Council (OMC) can be invoked if necessary.

The governance structure described above operates at the Agency level and addresses major IT investments that cross Center and program boundaries. Center-specific investments will be addressed via existing IT governance structures in place at each Center. However, it is expected that existing governance structures may need to be augmented to address the full IT life cycle as described in NPR 7120.7.

Figure 4. 7120.7 Project Lifecycle and Governance Board Relationship
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The IT governance model will give structure, and ultimately rationalize the plethora of existing IT committees, configuration control boards, working groups, communities of interest, etc. In the future, each of these groups will be specifically chartered by, and operate within the purview of, one of the IT governance boards, thereby reducing the overall size and complexity of NASA’s IT governance structures.

Each IT governance board will phase in the complete set of activities for which it is responsible during FY2008. Initially, the IT SIB will be presented with a set of proposed investments aimed at achieving the strategic IT goals of NASA. In parallel, the Operations Board will begin the process of establishing a standard set of operational performance metrics that can be used to support decisions that continually drive efficiency and effectiveness. While the Program Management Board will expand beyond the current focus of IEMP to include additional enterprise-wide IT initiatives such as NOMAD.

Though it may take a couple of years for NASA to achieve complete fluency with the proposed IT governance structures and processes (fluency by senior management is one of the most important indicators of IT governance success according to MIT research), the benefits in the long run will be significant because it provides visibility and accountability for new IT investments as well as a mechanism to rationalize the redundancies and address inefficiencies in the current environment.

While NASA’s approach to IT governance reflects the latest industry best practices, it is also grounded in the strategic management principles (such as achieving a balance of power between Headquarters, Centers, and Mission Directorates) for governing, managing, implementing, monitoring, and controlling the work of the Agency as set forth in the Strategic Management and Governance Handbook NPD 1000.0.

The governance framework is also consistent with the accountability for information technology as described in NPD 1000.3:
“The Centers, Mission Directorates, and Mission Support Offices have responsibility for the applications, while the CIO has overarching responsibility for ensuring alignment of those applications with the NASA EA and for all aspects of the IT infrastructure in which those applications reside. “
The following immediate actions are planned:

· Update all relevant NPRs and NPDs to reflect the new governance structures and processes.

· Develop draft charters that clearly define the scope, activities, roles and responsibilities of each board.

· Issue guidance to the Centers on what governance activities must be in place at each center and a clear definition of the thresholds for what decisions will be made at the Center-level and what decisions will be made at the agency level.

· Conduct the first Strategy and Investment board meeting. This meeting will include an orientation of members on the draft board charter and will include a review of near term investment proposals.

Longer term planned activities include:

· Phase in the full scope of board activities during FY 2008. This phase in will include reviews of enterprise architecture and strategic plan updates, and FY 2009 investments.

· Develop Key Performance Indicators (KPIs) for each investment. These KPIs will be used to monitor the performance of investments through the lifecycle.

· Identify additional linkages to other board structures and governance processes such as those governing 7120.5 milestones

5.2 IT Financial Management

NASA currently acknowledges spending approximately $2.2 billion on IT which equates to roughly 13 percent of the total NASA budget. Recent industry research indicates that between 10 percent and 50 percent of actual IT spend is “hidden” within business budgets. The lack of full visibility into NASA’s true IT spend prevents NASA leadership and the CIO from measuring performance and driving necessary improvements in the delivery of IT services. To meet the challenge, the OCIO has developed an IT Financial Management strategy that will enable IT to create value for NASA’s mission, providing the right technologies at an appropriate cost.

The IT Financial Management strategy intends to leverage existing processes, tools and policies as much as practical and create new ones where appropriate. The following elements are included in the overall IT Financial Management strategy:

27. Funding and Investment Controls, including establishing a “base–services” funding strategy and new Investment Selection and management disciplines

28. Costing and Chargeback Processes, including the methods for processing charges for over-and-above base service provisioning

29. Budgeting/Actuals Tracking, including the processes and tools to be used in capturing full transparency into demand for IT services and actual dollars spent

30. Benefits Realization, including the processes for determining the value received for IT services delivered and the ability to continue to mature and grow processes and disciplines

31. Control and Coordination, including how the CIO organization will enable the new IT Financial Management strategy

6. Funding and Investment Controls:
Adopting best practices within the industry, the OCIO will begin institutionalizing the management of the full life cycle of IT assets. An integrated, end-to-end process view of IT assets is required to achieve this objective, beginning with the Capital Planning and Investment Control (CPIC) and Planning, Programming, Budgeting and Execution (PPBE) processes, through the “acquisition” processes, the accounting for IT spend throughout the year, culminating with formulation of end-of-year reporting on IT performance. Annual IT performance will, then, inform the following year planning/CPIC/PPBE processes. Figure 5 provides a high-level view of the life cycle process.

Figure 5. High-level View of the Life Cycle Process
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The OCIO will establish a set of Infrastructure and Infrastructure Application “base services” for NASA IT. Base services are those services that will be provided to each NASA employee and paid for through an automatic, pre-paid arrangement. Corresponding Service Level Agreement’s (SLAs), and pricing will be determined and communicated. The amount that each Center/Mission Directorate will pay for base services will be computed annually and be provided as input into the budget planning process. Examples of base services might be: one computing center (laptop or desktop); one mobile device (such as a blackberry); one 100MB LAN connection to an office; standard desktop build by stakeholder area, etc. For services that are “over and above” the base-provided-services, funding will be provided by the requiring organization.

7. Costing and Chargeback Processes:

NASA must revise its costing and chargeback processes to align with the new IT Financial and Services Delivery model. The “price” for delivery of “base services” will be determined prior to the budget year (BY) planning cycle, and communicated to all stakeholder groups. Each year, the “prices” will be adjusted to reflect the forecasted cost of maintaining the base service delivery environment. Cost adjustments will account for fluctuations in number of NASA users, changes in contract pricing, and any efficiencies realized through the strategic efforts. The plan is to implement new function codes in the accounting system (SAP) and revise the chargeback processes aligned with the new methodology. Long-term the processes will be evaluated, adjusted, and improved as necessary.
8. Budgeting/Actuals Tracking:
As NASA moves toward a portfolio, end-to-end life cycle view of its assets, it is more important than ever to have the ability to accurately forecast/budget for IT spending and track actual spending against that baseline. Any variances in budget versus actual spend represents an opportunity for NASA to improve processes, tools, relationships, decisions, and ultimately performance (that is, value) of IT investments. Responsible spend tracking is a pre-requisite for good management. In the near future new function codes must be implemented in the Accounting system (SAP).  Wherever possible, contractors must be required to provide IT services and/or assets to record actual spend in accordance with the approved function codes and a performance reporting process for IT spend needs to be developed and communicated. In the long run, several contracts for IT infrastructure should be converted to CIO-owned contracts, requiring greater population of service delivery to comply with IT spend forecasting, budgeting and actual spending.

9. Benefits Realization:

Leadership and top management within NASA understands that it is difficult, if not impossible, to quantify the benefits of IT spending in terms of return on investment (ROI).  However, it is important that NASA adopts a culture and discipline that establishes goals and expectations for annual IT investments. Once established, NASA can then begin to proactively manage to those expectations thereby increasing the likelihood of achieving the desired results. NASA’s ability to move toward more commercial best practices in this area will deliver significant advantages to every aspect of the NASA mission. Immediate actions to be taken are the development and communication of a set of reasonable performance metrics (key performance indicators) for all portfolio categories (infrastructure, applications, suppliers, etc.) and the establishment of baseline metrics wherever possible. Additionally, NASA must start to track the baseline versus target and use the results to inform an annual planning process.

10. Control and Coordination:

To realize the benefits of the IT Financial Management strategy, the NASA CIO will establish the necessary disciplines to own and facilitate required processes and will provide status reporting on progress in each of these areas to NASA senior leadership. The disciplines will reside in the Policy and Planning Division and will include participation from Center CIOs, MDs, Programs, Relationship Managers, and select Boards (IT SIB, OB and PMB). See the Governance Section for further information regarding IT decision authority and processes. Within the OCIO Policy and Investment Division the necessary disciplines and competencies will be established to coordinate and facilitate the IT Financial Management Strategy outlined above. Additionally an ongoing Change and Communication Management program will be created that informs all stakeholders of intent and progress against the strategy and solicits input for improvements. In the long term, the progress needs to be monitored and appropriate improvements need to be made to the IT Financial Management strategy and related processes. It will also be critical to monitor NASA stakeholder satisfaction and make appropriate adjustments.

The following immediate actions are planned:
· Establish the “base delivery services” catalog, including pricing and service‑level‑agreements (SLAs).

· Publish guidance for budget formulation incorporating base services pricing and new budget structure.

· Conduct in-depth analysis of IT contract environment and develop detailed transition plans.

· For the “Pre-Select” process, implement a Summary Investment Business Case and Program Commitment guidelines for all OCIO Corporate General and Administrative (G&A) IT investments to establish a Pilot Pre-Select (Gap Analysis) process.

· Mature the “Select” process with a pilot for OCIO Corporate Funding by incorporating Project Health Scoring, Prioritization confirmed by the OCIO Investment Review Board (IRB), and supported by the Project Management Office (PMO).
Longer term planned activities include:
· Establish and communicate a policy for all NASA IT investments (Corporate, Center Management and Operations [CM&O] and Program Direct) stipulating that all “base services” will be procured through OCIO contracting vehicles; any exception to this policy would be determined by the Agency CIO.

· Transition IT contracts in accordance with the approved transition plan.

· Establish project/portfolio management function linked with the BY and Execution Year (EY) “SELECT” processes and budget processes at Centers, Programs and the Agency.

· Develop a phased implementation approach, based on the pilots, for Pre-Select and Select phases that establishes investment control mechanisms.
· Mature the Select phase with a pilot for OCIO Corporate Funding by incorporating Project Health Scoring, Prioritization confirmed by the OCIO IRB, and supported by the PMO.
· Establish link to governance controls for Evaluate and Control phase of CPIC cycle.

5.3 IT Application Portfolio Management

Without careful attention to balancing interests across an organization, a project focused enterprise such as NASA can generate an undesirable collection of applications. Currently NASA’s portfolio consists of over 2,500 discrete applications which include over 8,000 Web sites, approximately 88 asset management applications, 38,000 registered NASA Operational and Directory Services (NOMAD) accounts, etc. The consequences of such a portfolio include unnecessarily high amount of time to develop and/or modify and deliver an application solution, high application maintenance time and cost, increased security needs and other operational activities, reduced enterprise agility in responding to changing business needs, and the inability to extract higher value by integrating business processes across organizational-chart boundaries. The IT Application Management strategy intends to leverage a portfolio view of existing IT application assets throughout NASA with the objective of improving the performance of the individual assets within the portfolio as well as the performance of the portfolio as a whole. The process begins by establishing portfolio-level performance objectives that ensures that the current and future requirements of the mission and programs are/will be met in the most efficient way. Balancing these critical performance objectives will enable NASA to leverage the limited IT resources. Figure 6 below illustrates the goal for the Application Portfolio to be achieved over time.

Figure 6. Application Portfolio Management over Time
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Specifically, the goals of moving to an application portfolio program in the short term are to:

· Create a basis for a consistent set of application-related discussions
· Develop a platform for communicating the status of the application environment

· Determine the overall IT skills required to support NASA’s business environment

· Learn how NASA’s applications interact with each other (or don’t) to support NASA’s future goals of collaboration

Longer-term, the goals are to reduce the total number of applications (from 2,500 to a significantly lower number), reduce complexity of the application and platform environment, identify major issues associated with applications or groups of applications, identify improvements to established applications and new applications that cross traditional program and center boundaries, realize cost avoidance through economies of scale and enterprise licensing, and finally, lower data center/infrastructure costs through decommissioning and consolidation.

The Application Portfolio Program includes three main elements:

32. A Framework and processes to execute the portfolio management strategy
33. Tools that enable analysis of portfolio information
34. A common governance and business taxonomy

11. Framework and processes to execute the portfolio management strategy:

The Agency CIO will instantiate, own, facilitate, and continuously improve the Application Portfolio management processes, database and performance reporting (such as a balanced scorecard) to the IT SIB and appropriate Agency councils (OMC, PMC, SMC). Portfolio assets are owned by the respective business areas (Chief Engineer, Management System Office (MSO) areas, etc.) Asset owners define the requirements for the functionality of the asset and the service levels required for the use of the asset. The Agency CIO is responsible for ensuring the architectural direction is aligned with the mission and strategy as well as security compliant. Finally, both the asset owners and the Agency CIO will agree on performance standards for the entire portfolio of assets (such as, filling-in business capability gaps and reducing redundant capabilities).

A key element of the Portfolio Management Program will be executed through a newly defined function—Relationship Management.  Personnel fulfilling Relationship Management functions, in short, will be the liaison between business owners and their requirements and the IT demand planning process as well as the IT service delivery process. The Relationship Management function will exist within the Agency CIO’s Portfolio Management Office as well as at each Center. Ultimate responsibility for relationship management at the Centers rests with the Center CIO.
Four Portfolio Categories have been established, each with one or more sub-portfolio categories.

35. Science and Engineering Portfolio, with sub-categories including Engineering Tools (e.g., CAD/CAM), Scientific Tools (e.g., modeling/simulation tools), and Program Lifecycle Management (PLM) systems (e.g., Technical Library, configuration management, etc.).

36. Project Management Portfolio with sub-categories including Project Management tools (e.g., scheduling, risk management, financial management, etc.) and Supply/Demand Management applications (e.g., sourcing management, service parts, etc.).

37. Business Applications Portfolio with sub-categories including Corporate Services (e.g., Facilities Management applications, Health and Safety Compliance, Travel services, etc.), Human Capital Management (e.g., competency management, workforce management, benefits management, etc.), Operations Support (e.g., quality management), Asset Management (e.g., Plant, Property and Equipment), Procurement Management (e.g., Contracts Management, Grants Management, etc.)

38. Infrastructure Applications with sub-categories including Web Portals/Web Services, Messaging, Help Desk, etc.

12. Tools that enable analysis of portfolio information:

Application portfolios will be evaluated annually to determine how well they perform from a current and future business perspective, from an architectural perspective (full life cycle view from inception through sunset), and from a financial/efficiency performance perspective. In addition to evaluating each application (asset), the portfolio as a “class of assets” will also be reviewed for overall performance. During the analysis of the performance, gaps will be identified at all levels; these gaps will inform and influence the next “pre-formulation” budget cycle and/or “re-select” cycle.

Tools to be used in the Application Portfolio management process include:

· Application portfolio inventory and profile information and database (refreshed annually)

· Roadmap of version updates and planned sunsetting
· Evaluation criteria for each portfolio category and/or sub-category
· Performance criteria for the applications/application categories/sub-categories

· Excel spreadsheets or other COTS tools for application evaluation and what-if analysis
· Scorecard reporting
13. Common governance and business taxonomy:
Application Portfolios are jointly managed by the asset owners and the Agency CIO in accordance with the governance policies established and recently approved by the SMC. Refer to the “Governance” section of this document for more detail on decision rights and board processes.

In the short term the following actions are planned for the OCIO:
· Establish a formal Application Portfolio Management function within the OCIO Enterprise Portfolio Management Division and identify Application Portfolio Management Office (PMO) points of contact at Field Centers

· Identify Portfolio Category/Sub-Category “Owners”
· Establish an Authoritative Source for NASA Application Information and secure a single source database
· Expand database data elements and taxonomy to include description, portfolio category/sub- category and other key data profile elements (platforms, usage, stakeholders, etc.)

· Create and implement a Communication Plan to stakeholders and constituencies that defines portfolio management and the case for change

· Develop training curriculum/materials for rolling out standardized Application portfolio management processes

· Establish Application portfolio performance criteria for each portfolio category and/or sub-category

· Conduct training at centers and with all stakeholders

· Initiate a pilot with a focus on rapid results through consolidation of redundant functionality

· Leverage results (that is, identified gaps) in “first possible” planning and budgeting cycle and Execution Year “reselect.”
In the long term, the focus needs to be on improving quality of application profile data, begin the integration of the Portfolio Management process into the Agency’s and Center's business processes, leverage and expand Relationship Management capabilities, and continue to expand and mature the program.

5.4 IT Infrastructure

NASA’s IT Infrastructure comprises the hardware, software, and processes that together deliver fundamental IT capabilities in support of NASA users, application systems, and data. NASA’s IT Infrastructure is now being challenged to meet NASA’s IT Principles as follows:

39. Mission Enabling. The infrastructure must provide end-to-end capabilities that meet NASA’s current mission IT needs and flexibly accommodate changing mission requirements over time.

40. Integrated. The infrastructure must enable seamless collaboration across centers and provide users with a common user experience regardless of location or organizational alignment.

41. Efficient. The infrastructure must provide NASA users, systems and data with modular, interoperable services that support the efficient execution of NASA’s missions.

42. Secure. NASA’s infrastructure services must be formulated and operated in a way that protects the confidentiality, integrity, and availability of NASA data and resources.

To meet these challenges, the NASA IT Strategy includes guidance on three aspects of the NASA Infrastructure:

· Infrastructure Definition. A new framework and taxonomy for describing NASA Infrastructure, using Infrastructure Services as a basic building block

· Infrastructure Management. A strategic approach for planning and managing NASA’s Infrastructure throughout the infrastructure life cycle, relying in large part on enterprise‑wide management for enterprise-wide services

· Infrastructure Architecture. A number of required changes to the high-level architecture of certain critical Infrastructure technologies, including networks, end-user platforms, and data centers.

Infrastructure Definition

NASA’s IT model divides Infrastructure into four categories; End User Services, Communications Services, Data Center Services, and Infrastructure Applications. These categories are based on industry leading practices and are consistent with the emerging definition of Infrastructure being advanced by the Office of Management and Budget (OMB) through the Infrastructure Optimization Initiative (IOI).

Figure 7. Infrastructure Categories
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The relationship of these Infrastructure categories with other NASA IT portfolios is illustrated in the following diagram. As outlined in NPD 1000.3, the blue boxes in Figure 8 below show the NASA CIO’s overarching responsibility for all aspects of the Infrastructure in which applications reside.

Figure 8. IT Portfolios and Role of CIO in Managing IT
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Each category of infrastructure comprises a set of user- or system-facing services. These infrastructure services represent infrastructure from the viewpoint of the business consumer of IT; they can each be described by characteristics such as service levels, and they can each be managed using performance metrics, demand forecasts, etc.

Each of the categories of infrastructure services is further supported by discrete sets of infrastructure technologies. This taxonomy of infrastructure services and supporting technologies will provide the basis for architecting infrastructure technology in alignment with the services being delivered; and will permit a portfolio management discipline to be applied to infrastructure components.

Table 2. Infrastructure Service Taxonomy
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Infrastructure Management

NASA’s strategic approach to the management of infrastructure is to treat all cross-Center or cross-project infrastructures as a set of unified, enterprise-wide services throughout their life cycle from formulation to operation; and to manage the remaining single Center- or project‑specific infrastructure using the enterprise approach for formulation and a federated model for implementation and operation.

Figure 9. Formulation, Implementation and Operations Model
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The enterprise approach places decision-making authority, oversight, compliance, and coordination of execution in the Office of the CIO. The federated model allows Centers or projects to provide the oversight role for implementation and operation of infrastructure that is not an enterprise service. In both models, the execution of implementation and operation activities can be carried out by OCIO, Center, project, or other personnel as appropriate.

Managing infrastructure using an enterprise model is required to support the planning and delivery of enterprise-wide infrastructure services (for example, e-mail).  It will improve the consistency of infrastructure services built and operated in multiple locations (for example, LANs) to better enable cross-Center collaboration, user mobility, and security. It will also enable greater leverage of NASA infrastructure investments across centers and projects; and will improve existing mechanisms to align infrastructure decisions with strategic NASA goals.

It is important to note that consolidation of infrastructure decision-making and oversight in the OCIO does not necessarily imply the physical consolidation or centralization of infrastructure technology; although there are instances (described in the following section) where centralization and/or consolidation of infrastructure will be required to support NASA’s goals.
Infrastructure Architecture

NASA’s strategy for infrastructure also includes a mandate to change the architecture of key infrastructure services, to make it possible to manage and operate them as enterprise resources in support of cross-Center integration, to improve efficiency, to improve their contribution to NASA’s overall security posture, and to improve flexibility and responsiveness of NASA infrastructure to changing mission needs. These changes include the consolidation of duplicate wide-area networking (WAN) services into a common WAN service, the creation of common, enterprise-wide standard desktop configurations, and the consolidation of diverse current NASA data centers and server farms into a smaller number of data centers (possibly regional, but yet to be determined), each serving an expanded array of NASA programs and/or locations.  Figure 10 below provides a notional representation of the infrastructure consolidation initiative.
Figure 10. Current and Future State for the NASA Network Infrastructure and Data Centers (Notional)
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Each of these infrastructure consolidation efforts will be defined in greater detail through the development of aggregate enterprise requirements, and the creation of target state architectures and transition plans; and they will be evaluated and prioritized based on NASA business need and strategic objectives using NASA IT Project Management (7120.7) formulation phase processes.

Near-term actions:

· Develop and refine infrastructure operational models to specify data center and network consolidation to-be states and infrastructure operations to-be state

· Develop an infrastructure acquisition and migration strategy based on expiration/renewal dates for current NASA infrastructure contracts

· Create target technology architectures for enterprise infrastructure services

· Execute quick-win infrastructure changes

Longer-term actions:

· Implement enterprise infrastructure formulation processes and organizational structures

· Implement enterprise infrastructure operations processes and organizational structures

· Consolidate and update key infrastructure services

5.5 Organization Design and Staffing Strategy

The success of the transformational activities laid out in this document depends largely on the OCIO organization’s ability to provide consistent, quality services, align technology with mission requirements and ensure compliance with policy across all centers. The required organizational capabilities include not only the skills and competencies of the civil servants and contractors that make up the CIO organization, but also the policies, governance structures, and process disciplines that guide and deliver the services and the platform for meaningful, ongoing communication between IT and the mission directorates and programs.

The figure below highlights the key competency areas that are required to complete a successful transition to an improved NASA IT model. These competencies are necessary in all CIO organizations.

Figure 11. Key Competency Areas
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The key functions of the competency areas are:

Relationship Management
Acts as the primary interface between NASA customers and CIO organizations.  Ensures alignment between customer expectations and CIO services. Is positioned as a well-respected partner by the customer and has insight into strategic needs of the customer. Not an order taker or a help desk function. 

Activities include collecting, analyzing, reviewing, documenting and communicating mission and business needs and requirements to the IT organization, defining and establishing service and support requirements, performing issue mediation and escalation, and reporting performance on services provided by CIO.  Coordinates with other IT services to ensure customer needs are addressed.  Provides input into the IT portfolio management process.

Focuses on understanding the customer’s needs.  Changes to business processes, policies and information systems are gathered, analyzed, communicated and validated.  Requirements are communicated with clarity, completeness and specificity.  Supports the initial development of business requirements for all solution development activities.  Works closely with solution developers to ensure developing solutions continue to meet business requirements.  Actively involved in coordinating with Technology Innovation and Project Management for proof of concept and/or pilot development activities.

Plans and executes internal and external IT communications.  Identifies the stakeholder groups and analyzes what they need to know, what they expect, what information they can impart and how to communicate with them.  Prepares outreach to communicate CIO strategies, activities, plans, and status.

Governance and Policy

Oversees and ensures that decision making rights for IT investment, principles, and standards are clearly assigned and administered. Defines and manages a full lifecycle IT governance process. Allocates decision making accountability and authority to ensure IT investments align with business requirements. 

Manages the development, consolidation and maintenance of IT related policies and regulation.  Ensure all policies are consistent, current and accessible to IT staff. Coordinates with subject matter experts in the various IT units to develop the specifics associated with each policy and regulation. Reviews policies and regulations to ensure there are no conflicts and to support IT objectives.

Implements and assesses effectiveness of internal controls consistent with OMB Circulars A-123 and A-130. 

Enterprise Architecture

IT Strategic Planning: Defines how CIO and IT are aligned with business objectives and sets the overall direction for the organization. Defines CIO’s strategic planning methodology to align business objectives with IT projects and technology initiatives. Develops CIO’s Strategic Plan to set priorities for the next 3-5 years.  Measures NASA’s performance toward goals established in Strategic Plan.

IT Portfolio Management: Provides a structured approach to categorize, evaluate, and prioritize the organization's technology assets (physical hardware, infrastructure and application software and skills). Ensures technology decision making aligns with business priorities.  Evaluates the technology portfolio to determine the business value and makes recommendations for new development, replacement, and sun setting of applications.

Enterprise Architecture (EA): Translates the business vision and strategy into effective enterprise change by creating, communicating and improving the key principles and models that describe the enterprise's future state, and enables its evolution. EA provides the detailed analysis to identify and enable the required strategic change. Establishes the enterprise architecture that provides a comprehensive framework, relationships and standards used to align and manage the IT assets, people, technologies and solutions to support the business operations and provide services and benefits to the business. Other activities include facilitating the Architecture Review Board, developing and implementing architecture metrics & communications, and developing EA artifacts and guidelines.

IT Standards: Established the technical and architecture standards that will guide future solution development and operational support activities. Documents the technologies that are acceptable for the current and future environment. Facilitates the IT Configuration Control Board (ITCCB) to specify the software, hardware, and protocols acceptable within the current environments.

Security Management

Security Planning and Management: Ensures information system security across the enterprise. Develops and maintains information security programs. Develops a framework for organizing consistent security policy, identifies appropriate list of security controls for implementation and develops metrics to gauge the effectiveness, efficiency and value of the security program. Develops privacy management procedures. Coordinates the design and implementation of processes and practices that assess and quantify risk.   

Security Architecture: Develops security architecture vision, strategy, principles, standards and reference architectures. Performs multi-year security planning and product management and planning.

Security Compliance: Implements the enterprise information security and risk management program, including identification of appropriate control mechanisms and corresponding compliance activities to address specific regulatory or NASA requirements. Performs audits to assess development projects and service organizations compliance with security and privacy policies and procedures.

COOP/DR: Establishes the plan and requirements for the recovery and subsequent operation of the IT environment and corresponding services after a natural or man-made disaster. Ensures that the required IT technical and services facilities can be recovered in accordance with agreed service levels.  Activities include identifying roles and responsibilities for the process, educating associates of the process, developing IT recovery plans, and supporting the regular review and testing of the plans.  Coordinates with infrastructure and operations staff that will execute the COOP/DR plans.

Innovation Management

Researches and assesses emerging technologies to determine applicability to NASA requirements. Activities include conducting emerging technology pilots, research, evaluations, and predictive analysis of technology solutions.  Maintains an “innovation laboratory” to assess new technologies and new ways to integrate IT.

Maintains an innovation roadmap that plots the course of technologies being evaluated and their readiness for deployment.

Performance Management

Process Management: Focuses on the cross-organizational processes within CIO, including ITIL-aligned processes (e.g. Incident Management, Problem Management, Configuration Management) and other processes with broad impact (e.g. Risk Management, Knowledge Management).  Ensures processes are well defined, communicated and followed.  Oversees IT process efficiency and effectiveness. Assesses process maturity. Identifies opportunities to continuously improve process maturity. 

Performance Management and Monitoring: Manages the process of assessing progress toward achieving predetermined CIO goals. Coordinates the development, monitoring, and reporting of IT performance metrics associated with the CIO organization, CIO projects, and CIO services.  Monitors performance against Service Level Agreements (SLA). Provides Relationship Management organization with customer-specific reports that assess performance against established goals and SLAs. Identifies performance gaps and conducts root cause analysis. Recommends solutions.

Project Management

Best Practices and Standards: Develops and maintains the project management methodology for effective program and project execution. Develops policies, procedures, templates and tools. Manages and tracks the portfolio of projects to ensure they are properly coordinated and are being effectively run. Reports the results to other parts of the organization such as Business Management. 

Project Management: Provides experienced project managers to organize and manage projects throughout the lifecycle. Oversees/manages project performance, conducting milestone and deliverable reviews to assess quality, on-time and on-budget delivery. 

IT Project Portfolio Management and Reporting: Focuses on organizing a series of projects into a single portfolio that will provide reports based on the various project objectives, costs, resources, risks and other pertinent associations which is used to make key financial and business decisions for the projects.  

Project Consulting: Provides project management consulting services and training to organizations within CIO as well as within the business units. Assists on projects within and outside CIO by providing advice on project management best practices and standards.

Requirements Management: Provides resources with an understanding of the business processes to support requirements definition, and the translation of business requirements to technology requirements; manages functional and technical requirements; works closely with customer relationship managers to ensure that business requirements are met in an effective and efficient way.

Application Development: Provides resources to develop application solutions. Activities include designing, building, testing and deploying enterprise and customer specific applications. Provides Tier 3 support.

Application Integration: Provides resources to perform detailed design services, development and operations support for all middleware, integration, SOA services and BPM technologies. Provides tier 3 support.

Business Intelligence: Provides resources to perform detailed design services, development and operations support for all scorecard, dashboard, OLAP reporting, and ad-hoc reporting and data quality applications. Provides the capabilities to turn data into critical information and knowledge that can be used to make sound business decisions. Performs data modeling and metadata maintenance. Provides tier 3 support.

Web Design & Development: Provides resources to perform detailed design services, development and operations support for all portal and presentation technologies. Provides tier 3 support.

Infrastructure Engineering: Provides resources to develop and implement IT infrastructure. Activities include designing, building, testing and deploying enterprise and customer specific IT infrastructure. Provides Tier 3 support.

Solution Architecture: Provides resources to design engineering services to project teams. Translates business requirements into overall conceptual designs and solution blueprints that align with technology strategies and standards. 

Consulting: Provides resources to consult in various areas such as technology, service management and architecture. Understands the strategic direction of the enterprise and the supporting IT systems and architectures. 

Technical Writing: Provides resources to create and maintain IT documentation for various target audiences such as user manuals, program documentation, training manuals, and operational procedures. 

Service Management and Delivery

Pre-Production: Interface between development/engineering and IT operations and support.  Ensures applications are fully tested, certified, integrated, and meet architecture requirements before going into production. Ensures that operations and maintenance support plans and procedures have been developed and put in place, including Service Desk procedures, FAQs, etc.  Ensures that funding for operations has been budgeted and secured. Includes integration testing, regression testing, developing and maintaining the build environment, the source code control system and the issue tracking systems. Other functions include management of the CMDB and quality assurance. 

Service Desk: The central point of contact between end users and IT service management. Activities include receiving and documenting all end users calls, resolving incidents when possible, monitoring and escalating unresolved incidents according to agreed service levels, tracking incident resolution, and keeping users informed on the status and progress of their requests.

Desktop Support: Performs all necessary services to deliver desktop and laptop hardware and software, and peripherals to the end user. Includes file and print services. Provides remote or desk-side support for the individual employee workplace. Includes desktop/laptop installation; installs, moves, adds, changes (IMACs), and image maintenance.

Application Hosting: Performs the necessary functions and services to support applications in the production environment, including providing minor application enhancements.  Works with the application development project groups on startup and shutdown operations and dependencies; defining and maintaining proactive events for diagnosis as well as automation. Works with the Service Desk in providing support for applications and is the key interface with application development for escalation where needed.

Collaboration: Provides the ability for associates to work together and with external parties. Collaboration services include: email, instant messaging, teleconferencing and video conferencing.

Network and Telecommunications: Supports data and voice communications, including wide area networks, metropolitan area networks, local area networks, telecom services infrastructure (PBX, circuits).  Establishes and maintains VPNs.  Coordinates with and procures network services. 

Security Operations: Supports the ongoing process of protecting the information and systems from unauthorized access, use, disclosure, destruction, modification or disruption. Implements the various security policies and procedures as defined by the Security Management group. This includes antivirus and content control, authentication and authorization, identity lifecycle, encryption and platform security activities to protect the organizations’ information.

Storage and Data Management: Service provides engineering support for all data storage devices such as storage, protection and retrieval of data within the organization. This includes all aspects of the file and storage area networks and utilitarian activities such as backup and recovery and archiving activities. In addition, this service provides the database administrative and support tasks related to the RDBMS, such as recoverability, security, availability, performance and additional development and testing data related to the RDBMS.

Data Center and Facilities Management: Ensures the functionality and operational status of the Data Center, maintaining the mainframe and application servers (UNIX, NT, and Web hosting servers) and the building environment. Monitors operational status of mainframe and application servers. Works with the Service Desk, providing Level 2 support. Establishes facility capacity requirements and negotiates those requirements with building owners within other DoS offices. 

Technology Refresh: Focuses on the deployment, operations and maintenance and deactivation for scheduled technology refresh. Manages scheduled technology refresh to the NASA infrastructure.

Resource Management

Finance: Develops and implements the financial services for IT planning and control. Coordinates all chargeback / cost recovery activities for CIO-provided services. Activities include developing of budget proposals, planning IT spending allocation, enhancing business case development and financial modeling and cost accounting, and billing for services.

Human Capital Management: Oversees all activities having to do with workforce management. Understands the current organization's staffing levels and skill sets. Defines and develops the roles, responsibilities, skills and competencies necessary to support the IS strategic changes, objectives and investments. Manages professional development and training activities, including coordinating with National Foreign Affairs Training Center (NFATC) to develop IT training curriculum. Analyzes, develops, and maintains NASA resource policies, regulations and procedures.

Sourcing: Develops the sourcing strategy. Selects vendors and builds an appropriate portfolio of internal and external people and service providers. Manages relationships between IT and its service providers ensuring alignment and effective collaboration. Manages contract life cycle and measures and manages vendor performance. Ensures the delivery of the specified outcomes is obtained in terms of performance commitments.

Asset Management: Manages and optimizes the cost, retention and ultimate disposal of IT assets (hardware and software). Ensure IT assets are identified, properly categorized and that plans are established to manage the full asset lifecycle. Manages the licensing associated with all IT assets, leveraging enterprise-licensing economies of scale.  Coordinates with Technology Refresh during the identification of assets and in the scheduling of lifecycle replacements, upgrades, etc.

Organizational Transition Approach:

NASA is not currently staffed to support all nine of these functions, and areas that are staffed are not executed consistently across the Centers. While some change will be required at all Centers, the actual structure and size of the supporting competencies will vary by Center, depending on the specific IT activities performed at the Centers as well as other human capital considerations.

The diagram below outlines the strategic approach for transitioning existing NASA workforce to support the new IT service delivery environment.

Figure 12. Strategic Transition Approach
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The key elements of the strategy include the “hard line” transfer of all personnel that are currently performing any of the functions outlined above to the Center CIO, aligned with the transition of prioritized services. Transition teams will be established to facilitate and coordinate the cross-enterprise transition activities. Center CIOs are tasked with developing their Center‑specific transition strategy, with particular focus on how they plan to staff the nine functional areas. Staffing strategies can include transferring existing civil servants to the CIO organization, recruiting and future hiring strategies, “re-tooling” existing CIO staff, contractor support, etc.

The following outlines the short and long term transition plans:

In the short term:

· The Agency CIO will provide transition guidance to Center CIO’s for establishing governance structures and staffing the nine core competencies.

· The Center CIOs will develop transition plans that identify the strategy and detailed plans to provide all the competencies and functions outlined above. The plans are due by the end of January 2008.

· The Agency CIO will obtain guidance from the SMC on the funding options to transition the NASA personnel to the Center CIO organization.

· The transition for all Center Relationship Management functions will be completed in accordance with Center plans, but no later than March 2008.

Longer-term:

· Execute the Center-level transition plan

· Evaluate progress; revise as necessary

Attachments
Attachment A — Glossary
BY
Budget Year

CIO
Chief Information Officer

CM&O
Center Management and Operations

CPIC
Capital Planning and Investment Control

DR/COOP
Disaster Recovery/Continuity of Operations

EA
Enterprise Architecture

G&A
General and Administrative

IEMP
Integrated Enterprise Management Program

IOI
Infrastructure Optimization Initiative

IRB
Investment Review Board
IRM
Information Resources Management

IT
Information Technology

NOMAD
NASA Operational Messaging and Directory Service

NPD
NASA Policy Directive

NPR
NASA Procedural Requirements

MSO
Mission Support Office
OB
Operations Board
OCE
Office of the Chief Engineer

OCFO
Office of the Chief Financial Officer

OCIO
Office of the CIO

OMB
Office of Management and Budget

OMC
Operations Management Council

OPII
Office of Program and Institutional Integration

OSMA
Office of Safety and Mission Assurance

PMB
Program Management Board

PA&E
Program Analysis and Evaluation

PDA
Personal Digital Assistant

PPBE
Planning, Programming, Budgeting and Execution

ROI
Return on Investment

SIB
Strategy and Investment Board

SLA
Service Level Agreement

SMC

Strategic Management Council
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June





= Existing process—proposed policy �    revisions





Budget�Formulation�(E-53/PPBE)





Investment�Planning


(Select)





= Existing process—proposed process�    revisions





= Does not formally exist—should be�   added as program matures





= Proposed new process





Demand�Planning








IT Strategic


Planning





Steady-�State�Portfolio


Analysis








Apr./May





Feb./Mar





Jan./Feb.





Nov.- Jan.





Enterprise Architecture





 Annual�    Strategic �        Planning &�     Budgeting�  Cycle





Discretionary


Demand�Planning








Investment�Planning


(Select)





Execution�Year�Funding


Source





Current Year�Steady-�State�Portfolio


Results








Monthly�     “Execution�Year”�     Demand�Cycle











Current State





Near Term





Steady State





CIO





MSO





OCE/MD





OCE/MD





CIO





MSO





OCE/MD





OCE/MD





Architecture





Business�Standards





Performance�Goals





Recurring, lifecycle approach.





All application demand captured, and managed throughout the “Execution Year”.�


CIO responsible for performance goals and EA compliance. Portfolio owners set business standards.








Establish robust governance, portfolio process and stewardship of portfolios.





Create complete Agency-wide inventory of all application assets.





Develop architectural strategy for applications integration.








Over 2500 applications listed  in HSPD-12 repository.





High-level analysis indicates substantial redundancy.





Application integration not architected at the enterprise level and primarily point to point.





Infrastructure�Applications





Business�Applications





Project Mgmt.�Applications





Sci. and Eng.�Applications





Sci. and Eng.�Applications





Project Mgmt.�Applications





Infrastructure�Applications





Business�Applications





Investment�Planning
































OB








PMB





SIB





IT Processes





IT Operations Board





IT Program Management Board





Agency


OMC





IT Strategy & Investment Board
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Role of the CIO in Managing IT





NPR 2800

The CIO is responsible for all aspects of the IT infrastructure in which those applications reside. 

Highly

Specialized

Science and

Engineering

Applications

Project

Management

Applications

Business

Management

Applications

Infrastructure

Applications

Infrastructure Services





End User

Communications

Data Center

Examples: 

Avionics software

Real-time

Control Systems

Onboard Processors

Deep Space Network



Relationship Management

Enterprise Architecture

Governance & Policy

Resource Management

Project

Management

(Development)

Performance Management

Service

Mgmt. & Delivery (Ops)

IT Security



Innovation

Management

CIO Core Functions

The CIO has overarching responsibility for ensuring alignment of those applications with NASA Enterprise Architecture and standards.

NPR 7120.5

NPR 7120.7

The Centers, Mission Directorates, and Mission Support Offices have responsibility for the applications.

IT that is an embedded component of a flight system, experiment, simulator, ground support environment, or mission control center.  Does not necessarily include the IT infrastructure that supports those embedded components.

Compliance



Alignment

Service Delivery

IT Portfolios



Gartner Template





Projection
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