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Data at Rest (DAR) Solution

DATA AT REST – Deploy McAfee Endpoint Encryption (MEE) (a.k.a. SafeBoot) as the Agency’s standard DAR, which includes the design, implementation and ongoing support of SafeBoot.
a.  SCOPE – The scope and associated funding of this project covers the Enterprise design, implementation and ongoing support of a DAR solution to encrypt hard drive data on Microsoft Windows laptops and desktops containing PII and SBU data. The initial phase, Phase I, will deploy the DAR solution on Microsoft Windows laptops. Phase II will deploy the DAR solution on Microsoft Windows desktops and new and refreshed Windows laptops and desktops. Phase III will deploy the DAR solution on  Mac and Linux systems, when available from McAfee. The Phase I, II, and III deployments are dependent upon the McAfee Endpoint Encryption (MEE), Release 5 infrastructure. Upgrades to subsequent MEE releases that are not compatible with the Release 5 infrastructure (e.g., upgrade to the McAfee ePO infrastructure) are not in the scope of this IUP.

User authentication will include one of the following methods and will be tested by Lockheed Martin DAR team as part of client deployment preparation:

1. SafeBoot pre-boot smartcard authentication followed by Windows username/password

2. SafeBoot pre-boot username/password followed by Windows username/password

3. The ability to change between authentication methods per client (i.e., mixed-mode).

NASA has decided to move forward with smartcard authentication. Exclusion of smartcard authentication will be considered a change in scope to this IUP.

The system administrators in charge of the administration of non-ODIN systems are responsible for the deployment to and support of MEE to non-ODIN systems. ODIN will provide the MEE software and the documentation to those system administrators.

Any scope not identified or in excess of the stated scope will have to be mutually agreed to at the site level. This could include those services that the Centers deem necessary to facilitate DAR rollout to help support end-user satisfaction.

Deployment for NADS and non-ODIN desktops are not included in this IUP.

b.  ASSUMPTIONS – The following assumptions bound this project:

1. Centers will have completed NCAD MCR before deployment.

2. Single sign-on from pre-boot authentication to Windows with smartcard or username/password is not included in the scope of this IUP.

3. Lockheed Martin DAR team is not required to perform separate integration testing in Agency Integration Test bed (AIT) lab as production pre-deployment condition.  

4. Deployment of DAR client to ODIN seats will be performed using existing deployment tools (i.e. SMS, LanRev).

5. Deployment to non-ODIN systems will be performed by the Non-ODIN systems administrators. ODIN will make the SafeBoot client installer and relevant documentation available to non-ODIN system administrators.

6. System Owners and Administrators will be responsible for installing DAR client on NADs and non-ODIN machines.  

7. Existing NASA Agency Forest (NAF) backup infrastructure will be expanded to include support for DAR servers housed at the NDC in MSFC and JSC with associated costs included in this IUP.

8. Within 10 days of award of this IUP, NASA will provide:

(a) Provide necessary connectivity to NISN.

(b) Provide facilities to host the DAR infrastructure.

(c) Provide physical and logical access to network infrastructures.

(d) Coordinate necessary Firewall changes

9. As a precautionary measure prior to deployment of the DAR client, Outreach will help educate users on procedures for conducting a low level drive scan of their desktop. If a potential hard drive problem is detected during the user conducted scan, the user will notify the help desk of the issue for resolution.

10. Pricing for purchases of licenses (one-time) and only 2 yrs maintenance. 

11. This IUP covers the purchase of 81,400 licenses of which 7,116 have been assigned to NASA JPL in December, 2008.

12. System back-up will not be done unless ODIN seats have subscribed for backups prior to DAR deployment according to the stated contracted service level.  For those users that do not have pre-existing backup subscriptions at the date of the DAR IUP signing file share space may be used to backup user files. The DAR deployment at each Center will be scheduled to remain within Center file share and network bandwidth budgets. LM will provide communication to users on the benefits of backing up their data. If the service is available, Users may subscribe to a file share seat to temporarily store their data prior to implementing SafeBoot disk encryption. The user will be responsible for copying their data to the file share. Non-ODIN seat backups will be the responsibility of Non-ODIN system administrators for those systems. 

13. The SafeBoot server will interface to the NED (NASA Enterprise LDAP Directory) to obtain the public portion of the PKI authentication certificate. The connectors to support the connection to the NED and, if needed, to the NASA PKI server are to be provided by NASA.

14. The project will be managed in accordance with NPR 7120 guidelines, limited to the following reviews in its project lifecycle planning: PDR, CDR, ORR, and MRR.

15. Reporting of deployment metrics will only include data provided by the MEE/SafeBoot reporting mechanism. The list of reports provided by MEE/SafeBoot is shown in Attachment 1. Enhanced reporting capabilities provided with McAfee ePO are not included in the scope of this IUP.  Standard SafeBoot console reports will be submitted weekly.  If NASA requires additional reports this IUP will be revised.  

16. SafeBoot servers will be installed at NDC facilities at MSFC (primary) and JSC (failover).

17. Smartcard issuances shall be complete at each Center.

18. DAR testing will be conducted in Lockheed Martin’s GRC EIT lab prior to testing at the Centers.

19. The McAfee Content Encryption and Port Control products will not deployed as part of the DAR distribution.

20. Performance and stability issues associated with MEE will be addressed by McAfee. If additional consulting is required from McAfee to address MEE performance or stability issues, these items will be funded by an additional IUP.

c.  REQUIREMENTS – To accommodate the scope of this project, the following requirements have been defined:
1. Be FIPS 140-2 compliant.

2. Be initially based on AES-256 encryption algorithm.

3. Encryption must be done on the fly.

4. Support Single Sign On. Single Sign on is not part of this IUP.

5. Encrypt hard drives as defined by NASA policy.

6. Support audit tracking (i.e., log failed login attempts).
7. Be able to be deployed via existing software distribution tools.  

8. Support Agency platforms and operating systems.

9. To the greatest degree practical, be transparent to end users.

10. Operate within NASA’s existing NASA Enterprise Directory structure.

11. Support multiple authorized users accessing protected device.

12. Able to be centrally managed.

13. Provide a Key Escrow.

14. Be PIV II Smartcard compatible.

15. Support the ability to remotely lock and/or wipe the device.

16. Develop and report deployment metrics that are available as standard SafeBoot reporting.

d.  KEY DELIVERABLES – The list below summarizes the key items that will be tracked as Deliverables as part of this Enterprise IUP:

1. Be FIPS 140-2 compliant.

2. Be initially based on AES-256 encryption algorithm.

3. Encryption must be done on the fly.

4. Support Single Sign On. Single Sign on is not part of this IUP.

5. Encrypt hard drives as defined by NASA policy.

6. Support audit tracking (i.e., log failed login attempts).
7. Be able to be deployed via existing software distribution tools.  

8. Support Agency platforms and operating systems.

9. To the greatest degree practical, be transparent to end users.

10. Operate within NASA’s existing NASA Enterprise Directory structure.

11. Support multiple authorized users accessing protected device.

12. Able to be centrally managed.

13. Provide a Key Escrow.

14. Be PIV II Smartcard compatible.

15. Support the ability to remotely lock and/or wipe the device.

16. Develop and report deployment metrics that are available as standard SafeBoot reporting.

e.  Key Deliverables The list below summarizes the key items that will be tracked as Deliverables as part of this project:
1. Produce and track DAR Enterprise Project Plan

2. Create and present materials for the PDR, CDR, and ORR. Work with the Centers to prepare the materials for the MRR at each Center

3. Obtain, install and provision the hardware and software at the Primary and Secondary DAR sites (i.e., MSFC and JSC).

4. Verify the failover support from Primary to Secondary in the event of Primary outage and restoration of the Primary function, when appropriate

5. Verify the proper operations of the interfaces between the DAR servers, NED and PKI Infrastructure. 

a. Serve as the primary point of contact for any production issues associated with the DAR server to NED connections.

6. Verify the MEE solution in both user ID/password and Smartcard modes.

7. Create, installation test and verify the operation of the MEE package that will be made available to the Centers for distribution to the client systems.

8. Conduct rollout Training. Conduct training sessions, via WebEx, to train Center ODIN technicians on the MEE package provisioning and operation. Non-ODIN systems administrators should also attend these sessions.

9. Support  the Centers via phone during the rollout of DAR to each Center.

10. Generate DAR compliance reports using the existing MEE reporting mechanisms.

11. Provide Outreach. Provide detailed information to the end users to educate them of MEE; conduct “what to expect” Outreach sessions; create end-user documentation. Non-ODIN systems administrators should attend the Outreach sessions. The end-user documentation will be provided to the non-ODIN system administrators.

12. Provide on-going operations support for the Primary and Secondary DAR servers. This includes anti-virus and data backup support.

13. Help Desk will provide Tier 1 support to address MEE questions/issues.

f.   Concept of Operations: 
SafeBoot provides the flexibility to offer multiple levels of encryption to protect Windows operating systems.  SafeBoot’s full disk encryption will be implemented for internal hard disks.  Removable drives, flash drives, memory sticks, etc can be protected using SafeBoot’s content encryption set to encrypt data being copied to removable media. System Administrators will have the ability to enable content encryption within their system computer group once it has been enabled. 

SafeBoot can also be installed on systems that do not connect to a network.  For example, lab systems that do not connect to the LAN but contain sensitive data can be protected with SafeBoot’s full disk encryption.

SafeBoot provides significant flexibility to accommodate varying levels of SafeBoot administration thus satisfying unique requirements such as those for IT security staff.  OAO will work with NASA to define the levels of Administration to be used.  At a minimum, administration groups will be created for Super Admin, Enterprise Admin, Center Admin, Organizational Admin, Help Desk, IT Security and User.  Other groups will be created as identified and approved by NASA.  Appropriate rights will be assigned to the groups to enable them to perform their job functions.

OAO will work closely with the Agency throughout the policy and operational review process to validate SafeBoot’s ability to support policy considerations and to configure the solution once policies have been finalized.  

Infrastructure

The design of the SafeBoot infrastructure will ensure its high availability, 99.95% uptime, and facilitate an effective disaster recovery strategy.  This design will consist of:

1. Policy Server: Used by client systems to receive policy updates and to upload auditing data.

2. Interface Server: Used by the Service Desk to assist users reset passwords; and by administrators to make policy changes and complete reporting requirements.

3. Proxy Server: Supports client systems not connected to a NASA network in receiving policy updates and to lock lost or stolen systems.

4. Disaster Recovery SafeBoot Server: To be located at a geographically separate data center, this server is continuously receiving data replication from the production servers and is available to backfill either the policy and/or interface server should either or both fail.  

5. Disaster Recovery Proxy Server: To be collocated with the SafeBoot Disaster Recovery Server and would be employed in the event the primary proxy server fails.

 

User IDs are populated through LDAP queries against the NASA Enterprise Directory (NED) using service accounts.  No additional software will be installed.  Existing IPSec tunnels will be used to facilitate network access to the NED.  

Deployment

The SafeBoot client installer will detect the Center, domain, or IP network it's attached to, and configure the client for management by the corresponding administrative group.  The client installer will detect current users of the system and permit those users logon access through SafeBoot.  Deployment will be accomplished via push/pull mechanisms with no planned desk side visits. 

 
User Account Management
SafeBoot will be configured to synchronize with the NED.  Synchronization will also allow the current HSPD-12 user account management process to continue without modification.  

Administration

Administration will be performed centrally and include configuration changes to support policy updates, password resets, and reporting.  Local ODIN administrators could support Center specific activities such as adding workstations or multiple users to existing machines.  Center administrators would have access to only those systems assigned to that Center.  Non-ODIN administrators would have access to only their respective non-ODIN systems.

 

User Support

A Communications Plan will be developed and submitted for concurrence that outlines the methods, media and frequency of outreach to the user communities.  The content of the outreach will include awareness of the need for data encryption, how SafeBoot satisfies this need, the expected impact during implementation and ongoing activities, how to obtain support, and where to obtain additional information.  

The ODIN Service Desk will support user SafeBoot password resets, including users on travel and those not connected to the network, and capture and escalate, if necessary, other problems experienced by the users.  If required, ODIN Center resources will provide desk side support for ODIN managed desktops and/or laptops.  For non-ODIN desktops and laptops, desk side support will be provided by the system administrators of those systems requiring additional support.

 

Technician Training

ODIN technical staff (i.e., desk side technicians and Help Desk analysts) and non-ODIN system administrators will receive detailed training structured around a Train the Trainer program prior to DAR deployment to users.  Lockheed Martin will utilize detailed installation guides and training materials developed in conjunction with McAfee to educate technicians in the installation and support of the DAR client.  Training and associated material content will be based on ODIN specific deployment requirements and include advanced troubleshooting and issue resolution subject matter.

Tracking Compliance

Using the SafeBoot reporting capabilities, ODIN will report encryption compliance status of in scope network accessible desktops and laptops.    ODIN will report the compliance status of the systems that have reported to the Safeboot servers. For those systems that do not report to the Safeboot server, the administrators of those systems will be responsible for reporting the status of those systems to the ODIN Safeboot administrator.

 

Fault Tolerance

During normal operations, the Policy server will be used by client systems to receive policy changes and to upload auditing data. The Interface server will be used by the Service Desk to perform user password resets and by administrators to make policy changes and generate reports.  In the case where the Policy server fails, client systems will continue to operate while the Interface server is set to perform as both the Policy server and the Interface server.  During this process, new encryption clients could still be deployed, but would not perform encryption until the Interface server assumes both roles.  Activities would continue to be performed on the Interface server while issues with the Policy are being resolved with the Policy server and it has been returned to service.  This process would also apply if the Interface server fails and the Policy server were to assume both roles.

In addition, the disaster recovery server located at a second data center would be employed in the event that the Policy server and the Interface server become unavailable.  In the case of a primary site shutdown, DNS entries would be modified to point to the disaster recovery server.

Forensics
Investigations requiring access to encrypted data are supported by the SafeBoot forensics tool set.  NASA IT security will be offered training on the use of these tools.
g.  IMPLEMENTATION SCHEDULE – The following schedule is based on the scope, requirements, and assumptions of the project:

· PDR: April 2009

· CDR: May 2009

· ORR: June 2009

· Identification of Systems, Installation, Technical Training, Testing: April 2009 – June 2010. 

· Rollout of Phase 1 tentatively begins : (Dependent on NCAD MCR completion and Smartcard MCR completion.) 

· DRFC 
June 29,2009

· GRC
July 13, 2009

· NSSC 
 July 27, 2009

· NHQ 
 Aug. 10, 2009

· MSFC 
 Aug. 24, 2009

· LaRC 
 Sep 14, 2009

· SSC 
 Oct 5, 2009

· JSC 
 Jan. 11, 2010

· KSC 
 Jan. 25, 2010

· GSFC 
 Feb. 8, 2010

· ARC 
 Feb. 15, 2010

· Phase 2 will follow Phase 1.
