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1 Goals and Objectives
The NASA Administrator directed the CIO’s office in 2004 to transform how NASA previously provided IT services to the Agency’s workforce.   At the heart of the memo was the direction to provide an integrated messaging and calendaring solution allowing NASA to communicate as a single entity.  The NASA Operational Messaging and Directory (NOMAD) project was created to implement this vision. By spring of 2008, all 10 NASA Centers were migrated to a single system providing a unified and secure collaborative environment.  For the first time, all of NASA’s civil servant and contractor workforce is available to the public through a centrally managed directory and an @NASA.GOV email address. 

The project goal was to design and implement an Agency messaging system that could combine both the civil servant and contractor personnel into an easily accessible directory. Additionally, the system needed to provide that access from a very mobile and heterogeneous user environment in a global setting.   NOMAD was successful in creating a unified directory containing every badged civil servant and contractor for the Agency.   This directory also enabled the timely delivery of an HSPD-12 implementation for badging and identity management at NASA.   With security being a prime focus for the federal government, NOMAD equipped the Agency with the ability to centrally monitor and control the messaging traffic in and out of the Agency to better protect our IT assets.

By consolidating the Agency’s groupware services into a discreetly managed organization, numerous cost benefits were observed.  Leveraging a single help desk for all messaging issues regardless which Center a user resided, NASA was able to benefit from their desktop consolidation effort.  Additional cost savings were provided through the decommissioning of literally hundreds of different e-mail servers throughout the Agency that were operated and managed by individuals whose job was not IT, allowing them to focus on their core capabilities.   The consolidation provided the CIO’s office opportunities for fiscal oversight and portfolio management in line with the NASA Enterprise Architecture previously unavailable.  All major investments in the NOMAD project have been run through the Strategic Investment Board, the Information Technology Program Management Board, and the Center CIO community to make sure any significant changes fit the NASA strategic direction and budgetary allowances.  

2 Requirements

The major requirements for the NOMAD system are:

· E-mail, calendaring and collaboration tools capable of supporting all NASA badged personnel

· Support for Microsoft Windows, Apple Macintosh, and mobile computing platforms (PDAs)

· Integration into the agency authentication and directory infrastructure

· Remote access from anywhere in the world

In order to compile a more detailed list, the requirements for a number of large Agency messaging projects were combined for NOMAD.  These projects include the ePresence project in 2003, the Headquarters Enterprise Messaging Initiative (HEMI) in 2005, and the Continuous Operational Messaging (COM) project in 2006.    Additionally, requirements for Agency messaging were gathered during a face-to-face of the NASA Postmasters Working Group in July of 2005.  All of these requirements were then consolidated and presented to the NASA CIO in a Systems Requirements Review (SRR) in September of 2006.

The NASA Agency messaging system requirements are broken down in into the following categories:

· Functional capabilities

· E-mail

· Calendar

· Directory

· Notes

· Tasks

· Handhelds

· Instant messaging

· Collaboration

· Administration

· Core services

· Security

· Service recovery

· Service levels

· Security Documentation

· Facilities

Functional Requirements

A complete list of the functional requirements presented can be found in appendix A of this document.  

Service-level Requirements

Service Level Objectives can be found in Appendix B of this document. 

Security Documentation

The NOMAD security documentation requirements are under re-evaluation as the NOMAD system moves from an Office of the CIO project to an operational system run by the NASA Shared Service Center.  A full revision of the C&A and security plan is under development to support the move from the OCIO to the NSSC.   The previous NOMAD C&A package was completed for Phase I and a draft was submitted for review prior to ORR.  The NOMAD IT Security Plan received signature for an Interim Authority to Operate (IATO) on July 18, 2006 and expired October 18, 2006. The NOMAD Authority to Operate (ATO) was signed in 2006.  The information categorization as defined in the NIST 800-60 document is currently defined as Low.

	Category
	Description
	Confidentiality
	Integrity
	Availability

	C.3.5.4 IT Infrastructure Maintenance
	IT infrastructure maintenance involves the planning, design, implementation, and maintenance of an IT Infrastructure to effectively support automated needs (i.e. operating systems, applications software, platforms, networks, servers, printers, etc.). IT infrastructure maintenance also includes information systems configuration and security policy enforcement information. This information includes password files, network access rules and implementing files and/or switch setting, hardware and software configuration settings, and documentation that may affect access to the information system’s data, programs, and/or processes. The impact levels associated with IT infrastructure maintenance information are primarily a function of the information processed in and through that infrastructure. 
	Low
	Low
	Low


Facilities Requirements

Facilities requirements were presented at the NOMAD SRR.  Currently, NOMAD is hosted in building 4663 at the Marshall Space Flight Center and building 46 at the Johnson Space Center. Both of these facilities are considered tier 1 data centers and host numerous Agency, center, and mission specific systems along with the NOMAD infrastructure.  

3 General Design and NOMAD Components

NOMAD is a consolidated Exchange architecture with all the hardware located at two physical sites.  In the current design, Johnson Space Center (JSC) and Marshall Space Flight Center (MSFC) will host the mailbox servers for the Agency.   The operational model is very much like an Application Service Provider with the NASA Shared Service Center (NSSC) acting as the provider.  The NOMAD service is intended to be uniform, consistent and available from any network location globally.  In other words, there are no center specific configurations and network access.  NOMAD always looks like external NOMAD regardless of where the client is connecting from.

NOMAD is intended to be as self-contained as possible.   In an effort to provide flexibility while understanding the potential impact a system as large as NOMAD can place on shared resources, a number of dedicated subsystems are part of NOMAD.  NOMAD currently consists of the following components.

Server Software

	System
	Purpose

	Microsoft Exchange 2007 SP1+
	Primary messaging and calendaring software providing mailboxes for approximately 52,000 users (NASA badged) and about 5,000 resource mailboxes including shared calendars and resource accounts.  

	NASA Post Forwarder System
	SMTP relays services inbound and outbound for NASA and for each center

	Proofpoint Anti-Virus/Anti-Spam
	Message hygiene services placed in line with the SMTP relays

	Microsoft Live Communication Server 2005
	Instant Messaging and Presence Awareness

	IMAP Online Message Storage (OMS)
	Long –term online storage system for messaging. No messaging transport other than client interaction

	Mimosa NearPoint Archiving
	Message and calendar archiving service for NASA senior managers

	NetIQ Applications Manager 
	Used for metric collection of the NOMAD service for SLA/SLO comparison and reporting

	Microsoft System Center Operations Manager 2007
	Operation and management of the Exchange environment for the service provider

	Microsoft System Center Virtualization Manager 2007
	Management of the Windows 2008 virtualization environment providing test environments for upgrades and enhancements as well as limited production services 

	Microsoft System Center Configuration Manager 2007
	Used strictly for server (physical as well as virtual) configuration control and uniformity of the Microsoft environment 

	Blackberry Enterprise Server
	Provides Exchange access to the RIM Blackberry  devices connected to the NOMAD environment

	Goodlink Server
	Provides Exchange access to the Palm Treo and a small number of Microsoft Windows Mobile PDAs

	Accellion Large File Transfer Appliance
	Provides a service to distribute large files (10MB+) among NOMAD users and external partners

	Microsoft SQL Server 2005 



	Database back-end services for a number of requirements including BES, System Center, Mimosa, and LCS 


Server Hardware

Dell PowerEdge servers are the primary server hardware in the NOMAD environment comprising 95% of the total infrastructure.  The bulk of the NOMAD Dell systems are 2U 2950 and 2850 PowerEdge servers with some 4U 6650 and 1U 1950s.    A small number of Apple Xserves are also in place as the IMAP platform running OMS and some support roles for the Cloverleaf Storage Virtualization system. 

Storage Hardware
In addition to the server configurations listed above, a number of storage subsystems are in use for the NOMAD environment.

	Storage System
	Purpose

	EMC CX3-80
	Primary storage for the Exchange 2007 environment.  Equal split of 2 CX3-80 configurations at each NOMAD site for a total  of 4

	EMC CX-500 disk arrays
	Primary Secondary storage for the Exchange 2007 environment.  

	EMC Centera
	Archive storage target for the Mimosa archiving system for NASA senior managers.  1 Centera is provisioned at each site but the MSFC Centera is currently the only live system 

	Cloverleaf Storage Virtualization System
	A single Cloverleaf storage virtualization system exists at MSFC to provide SAN storage for the IMAP Online Message System, SQL Server, as well as the virtualized test environment

	Apple Xraids
	10 Apple Xraid enclosures of 7TB raw capacity are presented as unified LUNs through the Cloverleaf system

	Promise Technology RAID enclosures
	6 12TB raw Promise RAID arrays are presented as unified LUNs through the Cloverleaf system
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Figure 1 - NOMAD Server Architecture

3.1  E-mail and calendaring
3.1.1  Exchange version

NOMAD is based on Exchange 2007 SP1+. 
3.1.2 Mailbox Sizing

90% of the NOMAD users are provisioned with 400 MB mailboxes.   10% of the users with additional storage requirements are provisioned with 1GB mailboxes.   Each center postmaster and CIOs office is in charge of deciding who requires the larger 1GB mailbox.
3.1.3 Users per Server

4300 users per active mailbox server is the initial target load.  While initial testing has indicated that a larger number of users may be supported on the current systems, NOMAD engineering will be monitoring the system load over time to determine of additional capacity per server is prudent.
3.1.4 Backup and Restore

Backup of the NOMAD mailboxes is accomplished using Symantec Backup Exec.   Two backup servers exist in each of the two NOMAD sites. The backup servers are directly connected to a Quantum (ADIC) Scalar i500 automated tape library.   The tape libraries are provisioned with both LTO 3 and LTO 4 drives.

 A dedicated gigabit backup network is provisioned on each exchange 2007 mailbox server connecting to the backup servers. This is intended to keep backup traffic off the primary network.

Backups are run every night on the complete mail stores and twice weekly on the entire systems.  Tapes are rotated every 30 days and weekly backups are stored offsite. 

3.1.5 SSL Certificates on Exchange 2007 Servers

Public Entrust SSL Certificates are installed on the CAS servers.   These certificates enable the OWA web pages, IMAP Virtual Server, and the SMTP Virtual Server used by IMAP clients.
3.1.6 Roles 


3.1.6.1 Mailbox Servers 

The back-end servers, mailbox servers, are placed on the NOMADNet private network, behind the Juniper NOMADNet firewall.  The mailbox servers are configured in a Single Copy Cluster (SCC) clustered configuration connected to the EMC CX3-80 Storage Area Network (SAN) for data storage.  These servers will be available for access by all front-end servers and other mailbox servers.  The end users do not connect directly to these systems. 

Trend Micro ScanMail v8.0 antivirus is installed on each of the hub servers to protect from malware in the mail stores.  

All Exchange 2007 mailbox servers are hosted on Dell 2950s with 32GB of RAM running Windows 2003 Enterprise R2 64-bit.  

3.1.6.2 Hub Servers

Each of the two sites has 6 hub servers for a total of 12 hub servers in the architecture.   According to the Microsoft best practice documents and scalability modeling spreadsheet, a total of 4 hub servers per site is required.   The Hub servers are responsible for all Exchange mailbox-to-mailbox message transport.   They are also responsible for all SMTP traffic in and out of the exchange environment. The hub servers are all in the NOMADNet private internal network.   

The hub servers also act as the temporary cache for message transactions that have not been synchronized between the SCC mailbox cluster and the SCR mailbox server during a site failover.

Trend Micro ScanMail v8.0 antivirus is installed on each of the hub servers to protect from malware in transit.  

A mixture of Dell 2950 and 2850s with 16GB of RAM is configured with Windows 2003 R2 Standard 64-bit server.

3.1.6.3 Client Access Servers

Services for the end users are accessible by Client Access Servers (CAS) located on the NOMADNet HLB networks. At each of the two NOMAD sites, and array of 16 CAS servers are configured behind a redundant pair of Foundry ServerIron Hardware Load Balancers (HLBs).  These servers will load-balance Outlook Web Access (OWA), RPC over HTTP/S, Secure IMAP connections and ActiveSync.  The client access servers replaced the Exchange 2003 front-end server functionalities and incorporate more of the actual processing as well.  The NOMADNet firewalls allow authenticated users access from all internal NASA networks as well as the Internet with no difference in features or functionality.    The CAS servers do not contain any data.  Instead, they relay data requests to back-end mailbox stores.   This design protects the mailbox stores from direct attacks from the Internet.  

Client Access Servers are a mixture of Dell 2850s and 2950s with 16GB of RAM running Windows 2003 R2 Standard 64-bit server.
3.1.6.3.1 Storage Public Folder Servers

The public folder servers will reside on dedicated back-end Exchange servers (mailbox servers).  Each back-end server will host a public information store for use by the mailboxes stored on that server.

3.1.7 Access Protocols

3.1.7.1 RPC/HTTPS

The NOMAD CAS servers are configured for access using Remote Procedure Call (RPC) over Secure Hyper Text Transfer Protocol (HTTP/S), the predominant client access connection into NOMAD.   Normally, this set of access protocols, also known as Outlook Anywhere, enable Outlook 2003 and Outlook 2007 clients to interact with an Exchange servers from remote locations while “local LAN” clients would use direct MAPI connections.  In the NOMAD configuration, all clients are considered remote and so no direct access is allowed.  

The only clients supported for this type of communications are running Windows XP SP2 (or greater) or Vista with Outlook 2003 or Outlook 2007.  All RPC/HTTPS communication uses port 443 and looks like standard secure SSL web traffic. By configuring all NASA Outlook clients to use RPC/HTTPS as the only access protocol into NOMAD, workstations can connect to any Internet connection without reconfiguring the Outlook client or requiring a VPN.  This has the added benefit of enabling client connections from most any Internet connection as most firewalls either allow or proxy all traffic outbound for port 443.

Since RPC/HTTPS connections replicate local MAPI type connections, all interactions including mail sending and receiving,  directory lookups, calendar updates and all other access to Exchange services are available through this channel.  No additional access protocols, such as SMTP servers or Directory lookup servers, are required for Outlook clients.

3.1.7.2 WebDAV

WebDAV, or Web-based distributed authoring and versioning, is a set of extensions (RFC 2518) to the HTTP standard that allows applications to manage data through web servers.  The Entourage 2004 and Entourage 20078 clients for the Macintosh platform use WebDAV as the primary means for interacting with the Exchange CAS servers.   (Entourage 2008 also uses some web-services protocols when connected to an Exchange 2007 server for delegate management).

All WebDAV access if performed over the SSL enabled secure web port 443 into the load-balanced CAS server array.  

3.1.7.3 Outlook Web Access

Outlook Web Access (OWA) provides users the ability to access their Exchange mailbox from any web browser on the Internet.   This interaction is all SSL encrypted over port 443 into the load-balanced CAS array.   All the major web browsers are supported but there are two modes of access for OWA, regular and “Outlook Web Access Light”.  

Regular access is only available from Internet Explorer version 5 or above on a Windows platform. Using regular access provides a very similar look and feel to the Outlook 2007 client including drag-and-drop capabilities, two factor authentication and a host of UI improvements. Parts of this interaction are accomplished using ActiveX controls and are the reason regular mode is a Windows only capability.

 The “Light” version of OWA is automatically selected when accessing NOMAD from any other OS (like Mac OS or UNIX) or even from any web browser on a Windows system that is not Internet Explorer (like Firefox).   The light version of OWA provides a more limited experience than the regular version.
3.1.7.4 IMAP/S

IMAP access to the Exchange environment is available over SSL-encrypted port 993 through the load-balanced CAS servers.  The IMAP server names are IMAP01.NDC.NASA.GOV and IMAP02.NDC.NASA.GOV.   IMAP01 is for users who are provisioned out of the JSC site while IMAP02 is for users provisioned out of the MSFC site.  Unlike all other services provided by the CAS servers, IMAP access requires the correct server name in the client configuration.  IMAP is provided for offline access to mail on the NOMAD system for UNIX, Windows and Mac users who do not want to use Outlook or Entourage.  NASA-STD-2804x, Minimum Interoperability Software Suite defines support for 2 additional email clients; Thunderbird and Apple Mail.  
3.1.7.5 Blackberry

Mobile PDA access into the NOMAD system is provided through a number of subsystems and protocols.  RIM Blackberry Enterprise Servers (BES) at both sites service over 7000 Blackberry devices.  BES servers connect to the NOMAD Exchange servers using direct MAPI connections to the Hub servers.  The primary SQL Server database for the BES environment is housed at the MSFC site, but is used by both sites BES servers.  This configuration allows for easier less user impacting portability between the two sites for Blackberry users in the event of a DR situation.  A copy of the BES database is continually replicated to the JSC site.  The JSC copy of the BES database is only meant to be a warm spare in the event of an MSFC site outage.  
3.1.7.6 Goodlink

A pair of Good servers located at the MSFC NOMAD site provides advanced access to the Exchange services primarily for Palm Treo devices.  Microsoft Windows Mobile devices are also supported by Goodlink, but most Windows Mobile users prefer the native Activesync access.   Good servers connect to the Exchange environment using direct MAPI connections to the Hub servers.  
3.1.7.7 ActiveSync

Activesync services for Windows Mobile and iPhone PDAs through the load balanced CAS servers on SSL encrypted port 443.  Activesync is capable of delivering mail, calendaring, tasks, notes and contacts from the Exchange environment.  While a number of security policies can be transferred to the Windows Mobile devices, currently none of these policies are applied.  iPhones are also supported through the ActiveSync service, but do not support all the mobile device policies.
3.1.7.8 SMTP 

SMTP services are enabled on the Hub servers for 2 distinct requirements.   The first requirement is to act as the inbound and outbound channel connecting NOMAD to external mail systems.  All SMTP traffic to and from external mail servers are passed through the Proofpoint anti-virus/anti-spam systems and then through the NASA Post Forwarders (NPFs).  Since the NPFs are configured to only relay NASA email and the Proofpoint and Hub servers are not directly accessible outside of NOMADNet, unencrypted port 25 is used.

SMTP services for IMAP clients sending messages outbound are provided on the 6 main NASA Post Forwarders using the Internet Standard Message Submission Port of 587.   The client/server traffic on port 587 is encrypted and requires authentication to the NASA Enterprise Directory (NED) system using LDAP/AUTH or the NDC/NAF AD after the NCAD project completion.     
3.1.7.9 Web Services

Web services are offered from the Exchange 2007 CAS servers.   This interface is using the Simple Object Access Protocol (SOAP) based web protocol with requests send as XML messages in an HTTP conversation.  While the Exchange web services interface was intended to be a mechanism for 3rd party developers to interface with the Exchange system, the primary customer of the web services is the Microsoft Entourage Web Services (EWS) client in beta as of November 2008.    
3.2  SMTP Mail flow

All users of the nomad system or assigned an @NASA.GOV e-mail address.  The MX record for NASA.gov points to a series of six Dell 2950s running Linux and Postfix known as the NASA Post Forwarders (NPFs). All SMTP traffic in and out of NOMAD is logged and scanned for malware.
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Inbound SMTP Traffic

The NPFs use a database to translate @NASA.GOV addresses to either @MAIL.NASA.GOV addresses which then continue to flow into the NOMAD system, or to a legacy address associated with a NASA center (e.g. bsmith@KSC.NASA.GOV).  If the address is to a legacy center address, it is then sent to the SMTP relay at that center.  If the address is rewritten to an @MAIL.NASA.GOV address, the message then is routed down to a set of 4 Proofpoint Messaging Security Gateways for Anti-Spam/Anti-Virus processing.  The Proofpoint appliances then route the SMTP message to the Exchange 2007 hub servers at the appropriate NOMAD site. 

Outbound SMTP Traffic

All SMTP traffic leaving the Exchange 2007 environment is first routed through the Proofpoint systems for Anti-Virus checking and then to the NASA Post Forwarders for external routing.  
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Figure 3 - SMTP Mail Routing

3.3 Disaster Recovery and COOP

All services provided by NOMAD are either load balanced or clustered to provide redundancy in the event of a system or component failure.

NOMAD uses Exchange 2007 Single Copy Cluster (SCC) active/passive mailbox server pairs with a corresponding Standby Continuous Replication (SCR) mailbox server to provide failover protection in case of a single server failure or a full site failure. Transaction log shipping from the SCC servers to the associated SCR server keeps an offsite copy of the mailbox database in near real-time synchronization.      

If the active node server of the SCC cluster fails, the passive node server automatically senses the failure and transfers control to itself for the Exchange virtual server.   

If an SCC server pair or the entire NOMAD site becomes unavailable, a series of manual steps are taken to transfer control of the Exchange virtual mailbox servers over to the SCR node.
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Figure 4 - Exchange 2007 SCC/SCR
3.4 Directory services
3.4.1 Active Directory

3.4.1.1 Active Directory Topology

NASA is currently transitioning from a star patterned source forest with multiple authentication forests to a single flat forest through the NASA Consolidated Active Directory (NCAD) project.   Originally, each NASA center had a primary AD forest with a trust to the NDC resource forest.   As the centers are migrated to NCAD, the center domain becomes the resource domain and the NDC becomes the NASA Authentication Forest (NAF) with the users primary account information.  Eventually, all enabled accounts for authentication will be in the NDC/NAF active directory domain.

All NOMAD servers and infrastructure exists in the NDC Active Directory.  There are a total of 10 (5 at each site) NDC/NAF active directory DCs in the NOMADNet to provide directory and authentication services for Exchange and the supporting Microsoft subsystems.

3.4.1.2 Operational Masters Roles

The majority of the Operation Masters roles will reside on Agency wide accessible servers.  These servers will be located in the NDC Public Network.  The NDC Public firewall rule-set allows other domain controllers located in the Agency access through IPSEC tunnels.  These Operations Masters roles include: Relative Identifier (RID) Pool, Infrastructure, Domain Naming Master and Primary Domain Controller.  The Schema Master role will be hosted on a domain controller located on the NDC Private Network and is accessible only by other domain controllers. 

3.4.1.3 Sites

Due to the geographically distributed architecture of NOMAD, an Active Directory Site was created for each NOMAD LAN connected location.   The names of the relevant NASA AD sites are JSCNOMAD and MSFCNOMAD, representing the two physical locations for the Exchange services.  

3.4.1.4 Trusts

Prior to a NASA center’s NCAD migration, user authentication will reside in the local center forest maintaining existing account management and policies.  Therefore, a two-way trust between the local center forest and the NDC/NAF forest is required for application accessibility.  
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Figure 5 - NASA AD Design (pre NCAD)

IPSec will be used for all communications, AH & ESP. This will allow very few firewall holes. 

After a center migrates to the NAF, all user authentication credentials in the AD reside in the central NDC/NAF domain.  The center domains will remain during the NCAD transition to accommodate the Macintosh systems as well as legacy resources until they can be migrated appropriately.  

3.4.1.5 Users/Resources/Groups

3.4.1.5.1 Users

The user objects will be created in the NDC/NAF Domain under the Accounts->Center Specific Organizational Units.  For example, the HQ user objects are created under the Accounts->HQ Organization Unit. 

3.4.1.5.2 Resources

The Resource Accounts for example HQ Building x Room xxx are defined under Accounts->Center ->Resources Organizational Unit.
3.4.1.5.3 Groups

The Groups are defined under Accounts->Center ->Groups Organizational Unit.
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Figure 6 - User, Resource and Group AD Structure

3.4.1.6 IPSec

To improve the security of the NDC/NAF Active Directory, IP Secure Protocol (IPSec) is used to encrypt the communication over the WAN infrastructure.  This includes communications between NDC domain controllers and local center domain controllers.  Required servers are placed in OUs where appropriate IPSec policies have been applied via GPO.  

For IPSec operations, each server involved requires a system certificate.  The NDC will establish a self-signed certificate server for this purpose.  This server is located on the NDC Private network using an nCipher FIPS 140-2 Level III compliant device.  An offline certificate server is required for disaster recovery.  A web server located on the NDC Public network provides self-service certificate requests and Certificate Revocation List (CRL) publication. 
3.4.2 Domain Naming Service (DNS)
The NASA IPAM Domain Naming Server (DNS) domain used for NOMAD.  

Since JSC does not publish the JSC Active Directory DNS information to the external DNS Servers, the NDC Public Domain Controllers will forward requests for jsc.nasa.gov to two of the internal JSC domain controllers. This active directory DNS information is required to establish and maintain the trusts between JSC and NDC.  

4 Network infrastructure

NOMAD is physically located at MSFC and JSC, but is not part of the local center networks.  Instead, NOMAD uses dedicated hardware to directly connect to the NISN Wide Area Network.   

A set of Juniper Netscreen firewalls act as the primary gateway to the NOMADNet.  

The Juniper Netscreen firewalls also include a VPN capability that is currently enabled between the two NOMAD sites to provide an encrypted channel for all site-to-site traffic.   

A set of Cisco 6500 series Ethernet switches handles the LAN segments on the inside of the firewalls.  Additionally, both sites have Foundry ServerIron XL 24 Hardware Load Balancer (HLB) to distribute traffic evenly across the Exchange CAS servers.  The HLBs pass the SSL/TLS encrypted traffic to the Exchange CAS servers.

	Hardware
	Number
	Purpose

	Juniper firewall 
	4
	Provides limited access to the NOMADNet from external networks.  VPN capability between the two NOMAD sites

	Cisco 6509 4507 switches
	4
	Provides gigabit and 100Mb Ethernet switching for the NOMADNet servers

	Foundry ServerIron XL 24 
	4
	Load balance all client access traffic to the Exchange 2007 Client Access Server arrays  

	Wan Optimization Appliances (4 Juniper WXC 3430)
	
	Provide point to point TCP/IP optimization and compression between the JSC and MSFC NOMAD sites over a dedicated L2VPN private network connecting the mailbox servers


5  Clients
5.1 Outlook

Outlook 2003 and 2007 are the primary supported clients for NOMAD on the Windows platform.   In order to interoperate with the NOMAD architecture, Outlook must be configured for either Exchange access using RPC over HTTPS or Outlook Anywhere over port 443.   No direct MAPI access is allowed to the NOMAD servers and so every Outlook client, no matter the location, is considered a remote client.  
5.2 Entourage

Entourage 2004, Entourage 2008 and Entourage Web Services (EWS) are all supported for the Apple Macintosh community.   Entourage 2004 and 2008 are configured to use WebDAV access into the NOMAD environment over port 443.  EWS also uses port 443 into the NOMAD CAS servers, but uses SOAP/XML calls instead of the WebDAV protocol for better access to Exchange 2007 services.  
5.3 Apple Mail & Thunderbird 
The NOMAD environment supports IMAP over an SSL channel on port 993 for access to the Exchange mail stores (no calendaring data).   NASA-STD-2804x, Minimum Interoperability Standards lists 2 dedicated IMAP clients for use.  Mozilla Thunderbird and Apple Mail are both intended for IMAP access only.  
5.4 Outlook Web Access (OWA)
The Exchange Outlook Web Access (OWA) service is provided at both sites hosting NOMAD mailboxes.   The OWA service is provided through a hardware load-balanced set of 32 Exchange 2007 Client Access Servers; 16 at each NOMAD site.  The hardware load balancers are from Foundry Systems – the Server Iron product line.

A single website named “webmail.nasa.gov” is the central pointer or redirector to the actual OWA service at JSC.  All website communication is transported in a Secure Socket Layer (SSL) tunnel, therefore, requiring a website certificate. Through the webmail.nasa.gov web page, users are also given the ability to change their password to their center domains after authenticating with their current credentials.   This service is strictly for changing a password and not for password recovery.   Password recovery must be done through the ODIN helpdesk.

The NDC will be providing redundancy and high-availability by using Hardware Load Balancers for all of the web traffic. 

6 NOMAD Subsystems

6.1 Proofpoint Anti-Spam/Anti-Virus

Proofpoint P845 Messaging Security Gateways are installed at both the JSC and MSFC NOMAD locations to provide message hygiene services.  2 P845s are at each location for redundancy and a P845M administration system also exists for management.  The current licensing of the Proofpoint is based on a per-user basis for the filtering and anti-virus software on the appliances.   

Each Proofpoint P845 is capable of processing 200,000 messages per hour.

6.2 Instant Messaging

The NOMAD Live Communications Server 2005 infrastructure allows for users throughout the NASA environment to securely communicate via instant messaging and leverage presence information across a number of different applications. When used with the Windows Messenger 5.x, Windows Communicator 2005 or the Mac messenger 6.x clients, the LCS server provides transport layer security (TLS) encrypted communications between users.  All users will authenticate to the service using their active directory user account.  Since only NOMAD-enabled accounts are able to communicate, the LCS service is considered an internal only IM solution.   No connectors to external IM systems like AOL, MSN or Yahoo are installed.

Microsoft Live Communication Server 2005 is implemented out of the NOMAD MSFC site only with no redundant infrastructure at the JSC NOMAD site.    

 LCS provides secure instant messaging directly through the LCS server, but other capabilities built into the messenger client require direct user-to-user connections. These applications include: white boarding, file transfer and audio/video. These additional capabilities are not available to users based upon center policies and firewall settings at this time.

 The LCS system uses the NOMAD shared SQL Server cluster for maintaining present state and logging.
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Figure 7 - NOMAD LCS 2005 Architecture

NASA currently has a second Agency Instant Messaging system based at JPL based on the open standard Extensible Messaging and Presence Protocol (XMPP or Jabber) associated with the NASA portal and InsideNASA project.   JPL has implemented a test server scaled for around 8000 users with 7000 registered.   At this time, NASA is evaluating which IM service, Microsoft Communication Server or Jabber, best meets the Agencies needs.  
6.3 System Monitoring

NOMAD uses Microsoft Systems Center Operations Manager (SCOM) 2007 for systems monitoring.    

Microsoft System Center Operations Manager 2007 is run by the NOMAD contractor in order to provide near real-time visibility for performance monitoring, resource exhaustion monitoring, and problem debugging and resolution.  SCOM management servers exist at both the JSC and MSFC NOMAD sites with the primary SQL database hosted at JSC.
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6.4 NASA Post Forwarders and SMTP Relays

The NASA Post Forwarders and the SMTP Relays are Linux based systems running Postfix to provide SMTP message routing between NOMAD, the legacy systems at the NASA Centers, and the Internet.   

3 Dell 2850 servers at JSC and 3 Dell 2850 servers at MSFC are configured with Novell SUSE Linux 10.x and Postfix to be the primary entry and exit point for SMTP traffic.  

13 pairs of Dell 1950 servers are deployed at JSC, MSFC, SSC, HQ, MSFC, KSC, GSFC, ARC, LaRC, GRC, WSTF, DFRC, and MAF.   The SMTP relay pairs at each NASA location will provide the single point for SMTP traffic in and out of the center LAN. Additionally, they will also act as the relay for intra-center SMTP traffic.

All SMTP traffic is logged on the individual SMTP relay server and is also shipped to a consolidated log server at JSC or MSFC.  The MSFC log server is a Dell 1950 running OpenSUSE 10.x and syslog-ng to provide a log consolidation for the 6 NPFs.   The JSC log server is a Dell 1950 running OpenSUSE 10.x and syslog-ng to provide a log consolidation for the center SMTP relays.  

All center relays are also configured to use the Spamhaus Realtime Blacklist (RBL) for preliminary spam blocking.  This is identical to the rules and definition files used by the NASA Post Forwarder primary NASA SMTP relays.
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Figure 8 - SMTP mail flow through the NPFs and relays

6.5 Large File Transfer

A single Accellion large file transfer (LFT) appliance is installed at the MSFC NOMAD site.  The purpose of the LFT is to allow NOMAD users an alternative channel for sending large (>5MB) files to internal and external recipients securely.  A web interface is used to access the LFT service.   Authentication is through the NASA NDC/NAF consolidated active directory.  A floating license pool for 1000 seats is currently installed.
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Large File Transfer Workflow:

1. User creates an email and attaches files/folders using either the Accellion web interface or Accellion email plug-in for MS Outlook or Lotus Notes

2. Files/folders are uploaded via SSL to the closest Accellion Appliance

3. Email is sent to intended recipient(s) with a secure link to the file/folder(s)

4. If multiple appliances deployed, file is replicated to Accellion Appliance closest to recipient

5. Recipient opens the email and clicks on the secure link to download the files/folders via SSL from the closest Accellion Appliance

6.6 Archiving

Mimosa NearPoint is deployed at MSFC to automatically archive the mailboxes of approximately 300 of the Agency’s senior managers. The intention is to capture all messages and calendar items for an identified user so they can be accumulated and shipped to NARA.  No records management retention schedules are applied to the archive at this time.

The NearPoint server accepts the transaction logs from the Exchange storage group housing the senior executive’s mailbox and creates a time sensitive replica for archiving purposes. The NearPoint data is written to an EMC Centera at MSFC.   The Centera is a content addressed storage subsystem designed specifically for archiving and compliance.  All data on the Center is retained until the senior official either leaves the Agency or leaves the role that required archiving.  
7 Appendix A
	NOMAD Requirements Matrix

	
	
	
	
	
	
	

	Reference Number
	Description
	Capability
	Enabled
	Product
	Priority
	Weight

	Administration-001
	All message traffic and transactions are logged (Not Content)
	Y
	Y
	EX
	M
	21

	Administration-002
	Provides statistics reporting (Message queue times, store sizes, etc)
	Y
	Y
	EX
	M
	21

	Administration-003
	Supports backup and restore of configuration
	Y
	Y
	EX
	M
	21

	Administration-006
	Supports system logs
	Y
	Y
	EX
	M
	21

	Administration-008
	Restricts access to admin interface
	Y
	Y
	EX
	M
	21

	Administration-012
	Queue management
	Y
	Y
	EX
	M
	21

	Administration-013
	Creation of Type attachment restrictions (Inbound)
	Y
	Y
	EX
	M
	21

	Administration-014
	Creation of Size attachment restrictions (Inbound)
	Y
	Y
	EX
	M
	21

	Administration-019
	Role-based e-mail accounts
	Y
	Y
	EX
	M
	21

	Administration-021
	Configurable tiered-level of administration (e.g. security incident response [disable, access], performance troubleshooting)
	Y
	Y
	EX
	M
	21

	Administration-022
	Automated account provisioning and reporting
	Y
	N
	EX
	M
	21

	Administration-005
	Supports secure remote administration.
	Y
	Y
	EX
	M
	18.7

	Administration-020
	Automated throttling of message traffic based on a defined threshold (internal/external separate constraints)
	Y
	Y
	EX
	M
	15.2

	Administration-015
	Support center specified routing paths
	Y
	Y
	EX
	M
	14

	Administration-026
	Creation of Size attachment restrictions (Internal)
	Y
	Y
	EX
	M
	12.8

	Administration-025
	Creation of Type attachment restrictions (Internal)
	Y
	N
	EX
	M
	0

	Administration-007
	GUI admin interface
	Y
	Y
	EX
	P
	14

	Administration-009
	Permits custom notification messages (e.g., non-delivery receipts, etc).
	Y
	Y
	EX
	P
	12.8

	Administration-023
	Creation of Type attachment restrictions (Outbound)
	Y
	N
	EX
	P
	12.8

	Administration-024
	Creation of Size attachment restrictions (Outbound)
	Y
	N
	EX
	P
	12.8

	Administration-010
	Supports backup and restore of quarantine contents
	N
	Z
	BC
	O
	9.3

	Calendar-001
	Group managed calendars
	Y
	Y
	OL
	M
	21

	Calendar-001
	Group managed calendars
	Y
	Y
	ET
	M
	21

	Calendar-002
	Resource scheduling
	Y
	Y
	OL
	M
	21

	Calendar-002
	Resource scheduling
	N
	Z
	ET
	M
	21

	Calendar-003
	User delegation of calendar access (read and/or write)
	Y
	Y
	OL
	M
	21

	Calendar-003
	User delegation of calendar access (read and/or write)
	N
	Z
	ET
	M
	21

	Calendar-005
	Schedule recurring events
	Y
	Y
	OL
	M
	21

	Calendar-005
	Schedule recurring events
	Y
	Y
	ET
	M
	21

	Calendar-006
	E-mail support for external users
	Y
	Y
	OL
	M
	21

	Calendar-006
	E-mail support for external users
	Y
	Y
	ET
	M
	21

	Calendar-007
	Migration tools for existing MeetingMaker schedules (Migration issue)
	Y
	Y
	SU
	M
	21

	Calendar-008
	Group access to resource schedules
	Y
	Y
	OL
	M
	21

	Calendar-008
	Group access to resource schedules
	Y
	Y
	ET
	M
	21

	Calendar-011
	Automatic E-mail notification/confirmation of new events
	Y
	Y
	OL
	M
	21

	Calendar-011
	Automatic E-mail notification/confirmation of new events
	Y
	Y
	ET
	M
	21

	Calendar-015
	Support for 5 years of calendar data (3 years per NARA)
	Y
	Y
	OL
	M
	21

	Calendar-015
	Support for 5 years of calendar data (3 years per NARA)
	Y
	Y
	ET
	M
	21

	Calendar-016
	Support for automatic archiving of calendar data (server)
	Y
	Y
	OL
	M
	21

	Calendar-016
	Support for automatic archiving of calendar data (server)
	Y
	Y
	ET
	M
	21

	Calendar-017
	Forwarding of meeting requests
	Y
	Y
	OL
	M
	21

	Calendar-017
	Forwarding of meeting requests
	Y
	Y
	ET
	M
	21

	Calendar-018
	Common naming for calendaring resources between centers
	Y
	N
	OL
	M
	21

	Calendar-018
	Common naming for calendaring resources between centers
	Y
	N
	ET
	M
	21

	Calendar-019
	Integrated calendaring (free/busy search for all users)
	Y
	Y
	OL
	M
	21

	Calendar-019
	Integrated calendaring (free/busy search for all users)
	Y
	Y
	ET
	M
	21

	Calendar-020
	Support existing free/busy connectors
	Y
	Y
	EX
	M
	21

	Calendar-004
	Published, supported API for accessing and updating calendar entries
	Y
	Y
	EX
	M
	14

	Calendar-009
	Internet-standard ICAL access
	Y
	Y
	OL
	M
	14

	Calendar-009
	Internet-standard ICAL access
	Y
	Y
	ET
	M
	14

	Calendar-014
	Support for soft confirmations/tentative acceptances
	Y
	Y
	OL
	M
	14

	Calendar-014
	Support for soft confirmations/tentative acceptances
	Y
	Y
	ET
	M
	14

	Calendar-013
	Automated Web publication of calendar data (subject to security concern)
	N
	Z
	NA
	P
	14

	Calendar-013
	Automated Web publication of calendar data (subject to security concern)
	N
	Z
	NA
	P
	14

	Calendar-012
	Automatic E-mail notification of upcoming events
	N
	Z
	NA
	O
	7

	Calendar-012
	Automatic E-mail notification of upcoming events
	N
	Z
	NA
	O
	7

	Collaboration-001
	Ability to store files
	Y
	Y
	SP
	M
	21

	Collaboration-002
	Back them up
	Y
	Y
	SP
	M
	21

	Collaboration-003
	Group access controls
	Y
	Y
	SP
	M
	21

	Collaboration-004
	Individual access controls
	Y
	Y
	SP
	M
	21

	Collaboration-005
	Creation of ad-hoc working groups
	Y
	Y
	SP
	M
	21

	Collaboration-006
	secure web enabled access (SSL)
	Y
	Y
	SP
	M
	21

	Collaboration-007
	Support Metadata tags
	Y
	Y
	SP
	M
	21

	Collaboration-008
	Version control
	Y
	Y
	SP
	M
	21

	Collaboration-010
	Search capability
	Y
	Y
	SP
	M
	21

	Collaboration-011
	Drag and drop interface for multiple objects
	Y
	Y
	SP
	M
	21

	Collaboration-013
	System supports quota size requirements
	Y
	Y
	SP
	M
	21

	Collaboration-015
	Authenticated access for  users
	Y
	Y
	SP
	M
	21

	Collaboration-021
	Delete/Undelete
	Y
	Y
	SP
	M
	21

	Collaboration-022
	Archiving and retrieval
	Y
	N
	SP
	M
	21

	Collaboration-024
	Change tracking
	Y
	Y
	SP
	M
	21

	Collaboration-009
	Auto-indexing of metadata tags
	N
	Z
	SP
	P
	14

	Collaboration-025
	Threaded discussions for collaboration
	Y
	Y
	SP
	P
	14

	Collaboration-019
	Recall capability (ability to retrieve and reassign)
	Y
	Y
	SP
	O
	14

	Collaboration-023
	Post document via E-mail
	Y
	N
	NA
	O
	14

	Core Services-001
	Integrated/common authentication for all core services
	Y
	Y
	AD
	M
	21

	Core Services-002
	Encrypted Web client for all core services
	Y
	Y
	AS
	M
	21

	Core Services-004
	Servers and services are NPR 2810 compliant (including NITRs)
	Y
	Y
	AS
	M
	21

	Core Services-005
	NPR 2810 compliant passwords enforced
	Y
	Y
	AS
	M
	21

	Core Services-006
	Customer password maintenance available by a SSL enabled webpage
	Y
	Y
	NA
	M
	21

	Core Services-007
	Common directory across all services
	Y
	Y
	AD
	M
	21

	Core Services-008
	Resource capacity monitoring of disk, memory, network, and cpu for servers with active notification of thresholds
	Y
	Y
	AS
	M
	21

	Core Services-009
	Server problem alerts with active notification
	Y
	Y
	AS
	M
	21

	Core Services-010
	Mailbox to mailbox performance metric collection and reporting
	Y
	Y
	NI
	M
	21

	Core Services-011
	Trend analysis and reporting
	Y
	Y
	AS
	M
	21

	Core Services-012
	Ability to monitor all messaging system components
	Y
	Y
	AS
	M
	21

	Core Services-016
	Encrypted client-server communications for all services
	Y
	Y
	AS
	M
	21

	Core Services-018
	Delegation of user management for group administrators
	Y
	Y
	AS
	M
	21

	Core Services-020
	Prevent mail loops from occurring
	Y
	Y
	EX
	M
	21

	Core Services-003
	All Services 508 compliant
	Y
	Y
	AS
	M
	19.8

	Core Services-019
	Automated synchronization with existing NASA LDAP/X.500 directories
	Y
	Y
	AD
	M
	19.8

	Core Services-013
	Full  backups with no interruption of service
	Y
	Y
	AS
	M
	17.5

	Core Services-021
	Customer view of user quota status, and disk space usage available by a SSL enabled webpage (including WAP)
	Y
	0
	0
	M
	17.5

	Core Services-015
	Presence awareness service
	Y
	Y
	LC
	O
	7

	Directory-001
	Global address list with all NASA and Designated Contractors/Partners/Etc.
	Y
	P
	AD
	M
	21

	Directory-006
	Object naming conventions standards - resources, distribution lists, generic mailboxes, generic calendars, custom recipients
	Y
	Y
	EX
	M
	21

	Directory-008
	Views by Center, resources, resources per Center, distribution, etc.
	Y
	Y
	EX
	M
	21

	Directory-009
	Distribution lists can be granted access to other resources, lists, etc.
	Y
	Y
	EX
	M
	21

	Directory-010
	Distribution lists can be nested
	Y
	Y
	EX
	M
	21

	Directory-011
	Ensuring no duplication of addresses, lists, resources w/in the GAL
	Y
	Y
	EX
	M
	21

	Directory-013
	Ability to display required information (e.g. Foreign National ) from authoritative data source
	Y
	Y
	EX
	M
	21

	Directory-003
	Distribution lists with posting restricted to authorized senders
	Y
	Y
	EX
	M
	19.8

	Directory-005
	Directory integration with existing NASA list servers
	Y
	Y
	EX
	M
	17.5

	Directory-007
	Automated attribute/group based distribution lists
	Y
	Y
	EX
	M
	17.5

	Directory-004
	Archive messages sent to specified distribution lists
	Y
	N
	EX
	O
	7

	Email-001
	Provide Services for up to 90,000 users
	Y
	N
	EX
	M
	21

	Email-002
	3% x 1GB, 5% x 500MB, 91% x 100MB initial storage per user
	Y
	Y
	EX
	M
	21

	Email-003
	Storage increase without service interruption
	Y
	Y
	EX
	M
	21

	Email-004
	Server based mail stores
	Y
	Y
	EX
	M
	21

	Email-005
	Local mail stores available
	Y
	Y
	EX
	M
	21

	Email-006
	IMAP over SSL support for mailbox access
	Y
	Y
	EX
	M
	21

	Email-007
	IMAP support for "STARTTLS" command
	?
	N
	EX
	M
	21

	Email-010
	SMTP over SSL support for mail relay
	Y
	Y
	NA
	M
	21

	Email-011
	Authenticated SMTP support for mail relay from remote locations
	Y
	Y
	EX
	M
	21

	Email-012
	SMTP support for "STARTTLS" command
	Y
	Y
	EX
	M
	21

	Email-013
	Support the existing NASA PKI service
	Y
	Y
	OL
	M
	21

	Email-013
	Support the existing NASA PKI service
	Y
	Y
	ET
	M
	21

	Email-015
	Restricted mail delivery to everyone@center.nasa.gov  
	Y
	Y
	EX
	M
	21

	Email-019
	Ability to restrict size of inbound messages
	Y
	Y
	EX
	M
	21

	Email-020
	Ability to configure relay capabilities for all smtp ports
	Y
	Y
	EX
	M
	21

	Email-021
	Authentication required for sending and retrieving messages
	Y
	Y
	EX
	M
	21

	Email-026
	Ability to restrict server-side auto-forwarding to system administrator
	Y
	Y
	EX
	M
	21

	Email-033
	Offline message access with automatic synchronization
	Y
	Y
	OL
	M
	21

	Email-033
	Offline message access with automatic synchronization
	Y
	Y
	ET
	M
	21

	Email-040
	Published, supported API for mailbox access
	Y
	Y
	EX
	M
	21

	Email-041
	Delivery on alias addresses
	Y
	Y
	EX
	M
	21

	Email-042
	Supports virtual domains such as photos@columbia.hq.nasa.gov
	Y
	Y
	EX
	M
	21

	Email-043
	Server based user address books
	Y
	Y
	EX
	M
	21

	Email-055
	Archiving capability for NARA compliance
	Y
	N
	EX
	M
	21

	Email-056
	Migration tools for existing mailboxes
	Y
	Y
	EX
	M
	21

	Email-060
	Send and receive mail from the Internet
	Y
	Y
	OW
	M
	21

	Email-061
	E-mail account accessible by multiple users
	Y
	Y
	EX
	M
	21

	Email-063
	Non-human email accounts (system to system)
	Y
	Y
	EX
	M
	21

	Email-032
	Hierarchical message storage folders
	Y
	Y
	EX
	M
	20

	Email-035
	Allow delegated management by users for their mailboxes
	Y
	Y
	EX
	M
	20

	Email-064
	Ability to receive messages even if over limit
	Y
	Y
	EX
	M
	20

	Email-022
	Support user configurable E-mail auto-reply messages
	Y
	Y
	EX
	M
	19

	Email-030
	Server based personal distribution lists
	Y
	Y
	EX
	M
	19

	Email-031
	Public distribution lists
	Y
	Y
	EX
	M
	19

	Email-017
	Retrieve only new messages
	Y
	Y
	EX
	M
	18

	Email-018
	Support email attachments unencoded <=15MB from/to external sources
	Y
	Y
	EX
	M
	17

	Email-023
	Capability to enable and disable E-mail auto-reply
	Y
	Y
	EX
	M
	15

	Email-029
	Ability to enable read mail notification
	Y
	Y
	EX
	M
	15

	Email-025
	Support user configurable server-side rules/filters
	Y
	Y
	EX
	M
	14

	Email-027
	Ability to enable message delivery notification to sender
	Y
	Y
	EX
	M
	14

	Email-052
	Delegated management of distribution lists
	Y
	Y
	EX
	M
	13

	Email-049
	Conversion of existing distribution lists
	Y
	Y
	EX
	M
	11

	Email-068
	Automated Large file management system
	Y
	N
	NA
	P
	16.8

	Email-062
	Specify e-mail delivery time and date
	Y
	Y
	EX
	P
	15

	Email-065
	Searchable server archived email
	Y
	Y
	EX
	P
	14

	Email-039
	Public folders with user/owner controlled ACLs
	Y
	Y
	EX
	P
	12

	Email-016
	Retrieve message headers only for low speed connections
	Y
	Y
	EX
	P
	11

	Email-008
	POP over SSL support for mailbox access
	Y
	N
	EX
	P
	7

	Email-009
	POP support for "STARTTLS" command
	?
	N
	EX
	P
	7

	Email-067
	Ability to receive fax
	N
	Z
	NA
	O
	15.4

	Email-066
	Ability to send fax
	N
	Z
	NA
	O
	14

	Email-028
	Message recall
	Y
	Y
	EX
	O
	10

	Email-014
	Support the existing NASA PGP service
	Y
	Y
	OL
	O
	7

	Handhelds-001
	Published, supported API for Third Party Conduits
	Y
	Y
	GB
	M
	21

	Handhelds-002
	Wireless e-mail folder hierarchy synchronization through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-003
	Wireless messaging support through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-004
	Wireless access to personal contacts through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-006
	Wireless access to NASA directory through third party conduits (Global Address List)
	Y
	Y
	GB
	M
	21

	Handhelds-009
	Cradle synchronization for Handhelds through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-010
	Wireless calendar synchronization through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-011
	Support for attachments
	Y
	Y
	GB
	M
	21

	Handhelds-012
	Wireless access support for Notes through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-013
	Wireless access support for Tasks/To do lists through third party conduits
	Y
	Y
	GB
	M
	21

	Handhelds-007
	Send/receive NASA PKI encrypted E-mail through third party conduits
	Y
	?
	GB
	P
	14

	Instant Messaging-001
	Instant messaging hosted by NASA
	Y
	Y
	LC
	M
	21

	Instant Messaging-003
	Instant messaging over secure transport
	Y
	Y
	LC
	M
	21

	Instant Messaging-006
	Group discussions
	Y
	Y
	LC
	M
	21

	Instant Messaging-007
	File transfer peer to peer on NASA hosted system
	Y
	N
	LC
	M
	21

	Instant Messaging-010
	User control of "Buddy List"
	Y
	Y
	LC
	M
	21

	Instant Messaging-011
	Internet access to NASA wide IM (remote user)
	Y
	Y
	LC
	M
	21

	Instant Messaging-004
	Server-side journaling of IM traffic (not archiving content)
	Y
	Y
	LC
	M
	14

	Instant Messaging-008
	Team white-boarding
	Y
	Y
	LC
	P
	14

	Instant Messaging-002
	Instant messaging with users of common IM servers
	Y
	N
	LC
	P
	7

	Instant Messaging-013
	File transfer between users of common IM servers
	Y
	N
	LC
	O
	14

	Instant Messaging-012
	Voice and Video (security, bandwidth, and 508 accessability)
	Y
	N
	LC
	O
	7

	Notes-001
	Plain Text Storage
	Y
	Y
	OL
	M
	21

	Notes-001
	Plain Text Storage
	Y
	Y
	ET
	M
	21

	Notes-002
	Basic Edit Capabilities
	Y
	Y
	OL
	M
	21

	Notes-002
	Basic Edit Capabilities
	Y
	Y
	ET
	M
	21

	Notes-004
	Integration with email
	Y
	Y
	OL
	M
	21

	Notes-004
	Integration with email
	Y
	Y
	ET
	M
	21

	Notes-003
	Search Capability
	Y
	Y
	OL
	M
	14

	Notes-003
	Search Capability
	Y
	Y
	ET
	M
	14

	Service Recovery-002
	Capability to replicate to alternate site all core services
	Y
	N
	AS
	M
	21

	Service Recovery-004
	Capability for manual failover
	Y
	Y
	AS
	M
	21

	Service Recovery-005
	Manual failover may be initiated from remote site
	Y
	N
	AS
	M
	21

	Service Recovery-007
	Capability for automatic failover (Local site)
	Y
	Y
	AS
	M
	21

	Service Recovery-020
	Server data backup
	Y
	Y
	AS
	M
	21

	Service Recovery-021
	Server data recovery/restore
	Y
	Y
	AS
	M
	21

	Service Recovery-022
	User mail store data backup (server storage)
	Y
	Y
	AS
	M
	21

	Service Recovery-023
	User mail store data recovery/restore (server storage)
	Y
	Y
	AS
	M
	21

	Service Recovery-001
	Capability to replicate to alternate site all server-based user data, including mail stores and accounts
	Y
	N
	AS
	M
	19.8

	Service Recovery-011
	Replication site geographically separate from primary site
	Y
	Y
	AS
	M
	19.8

	Service Recovery-014
	Replication site must provide all server-based data to primary site during restoration of primary site
	Y
	Y
	AS
	M
	14

	Service Recovery-015
	Replication site must support hand-held devices at same level as primary
	Y
	N
	AS
	M
	10.5

	Service Recovery-003
	Capability to replicate service levels same as primary site
	Y
	N
	AS
	P
	18.7

	Service Recovery-025
	Capability for automatic failover (Remote site)
	N
	Z
	AS
	P
	14

	Security-002
	Blocks/Allows based on sending address or domain name (outbound)
	Y
	Y
	BC
	M
	21

	Security-002
	Blocks/Allows based on sending address or domain name (outbound)
	Y
	Y
	EX
	M
	21

	Security-002
	Blocks/Allows based on sending address or domain name (outbound)
	Y
	Y
	TM
	M
	21

	Security-004
	Blocks based on attachment file extension
	Y
	Y
	BC
	M
	21

	Security-004
	Blocks based on attachment file extension
	Y
	Y
	EX
	M
	21

	Security-004
	Blocks based on attachment file extension
	Y
	Y
	TM
	M
	21

	Security-005
	Blocks/Allows based on message header contents
	Y
	Y
	BC
	M
	21

	Security-005
	Blocks/Allows based on message header contents
	Y
	Y
	EX
	M
	21

	Security-005
	Blocks/Allows based on message header contents
	Y
	Y
	TM
	M
	21

	Security-006
	Blocks/Allows based on message subject line
	Y
	Y
	BC
	M
	21

	Security-006
	Blocks/Allows based on message subject line
	Y
	Y
	EX
	M
	21

	Security-006
	Blocks/Allows based on message subject line
	Y
	Y
	TM
	M
	21

	Security-007
	Blocks based on executable code content in attachment.
	Y
	Y
	BC
	M
	21

	Security-007
	Blocks based on executable code content in attachment.
	Y
	Y
	EX
	M
	21

	Security-007
	Blocks based on executable code content in attachment.
	Y
	Y
	TM
	M
	21

	Security-008
	Blocks based on attachment MIME type
	Y
	Y
	BC
	M
	21

	Security-008
	Blocks based on attachment MIME type
	Y
	Y
	EX
	M
	21

	Security-008
	Blocks based on attachment MIME type
	Y
	Y
	TM
	M
	21

	Security-009
	Blocks/Allows based on message body contents
	Y
	Y
	BC
	M
	21

	Security-009
	Blocks/Allows based on message body contents
	Y
	Y
	EX
	M
	21

	Security-009
	Blocks/Allows based on message body contents
	Y
	Y
	TM
	M
	21

	Security-011
	Notifies administrator of policy enforcement action taken
	Y
	N
	BC
	M
	21

	Security-011
	Notifies administrator of policy enforcement action taken
	Y
	N
	EX
	M
	21

	Security-011
	Notifies administrator of policy enforcement action taken
	Y
	N
	TM
	M
	21

	Security-014
	Notifies internal sender of policy enforcement action taken
	Y
	N
	BC
	M
	21

	Security-014
	Notifies internal sender of policy enforcement action taken
	Y
	N
	EX
	M
	21

	Security-014
	Notifies internal sender of policy enforcement action taken
	Y
	N
	TM
	M
	21

	Security-015
	Logging of User access (inc. source IP and time)
	Y
	Y
	BC
	M
	21

	Security-015
	Logging of User access (inc. source IP and time)
	Y
	Y
	EX
	M
	21

	Security-015
	Logging of User access (inc. source IP and time)
	Y
	Y
	TM
	M
	21

	Security-016
	Supports secure transport for end user access.
	Y
	Y
	BC
	M
	21

	Security-016
	Supports secure transport for end user access.
	Y
	Y
	EX
	M
	21

	Security-016
	Supports secure transport for end user access.
	Y
	Y
	TM
	M
	21

	Security-017
	Display warning banner for thin client access
	Y
	N
	BC
	M
	21

	Security-017
	Display warning banner for thin client access
	Y
	N
	EX
	M
	21

	Security-017
	Display warning banner for thin client access
	Y
	N
	TM
	M
	21

	Security-010
	Notifies recipient of policy enforcement action taken (Internal Recipient)
	Y
	Y
	BC
	M
	15

	Security-010
	Notifies recipient of policy enforcement action taken (Internal Recipient)
	Y
	Y
	EX
	M
	15

	Security-010
	Notifies recipient of policy enforcement action taken (Internal Recipient)
	Y
	Y
	TM
	M
	15

	Security-010
	Notifies recipient of policy enforcement action taken (External Recipient)
	?
	?
	BC
	M
	15

	Security-010
	Notifies recipient of policy enforcement action taken (External Recipient)
	?
	?
	EX
	M
	15

	Security-010
	Notifies recipient of policy enforcement action taken (External Recipient)
	?
	?
	TM
	M
	15

	Security-003
	Blocks/Allows based on recipient e-mail address or domain name (inbound)
	Y
	Y
	BC
	M
	11

	Security-003
	Blocks/Allows based on recipient e-mail address or domain name (inbound)
	Y
	Y
	EX
	M
	11

	Security-003
	Blocks/Allows based on recipient e-mail address or domain name (inbound)
	Y
	Y
	TM
	M
	11

	Security-020
	Ability to block attachments with identified ITAR or ACI tags.
	Y
	N
	BC
	P
	21

	Security-020
	Ability to block attachments with identified ITAR or ACI tags.
	Y
	N
	EX
	P
	21

	Security-020
	Ability to block attachments with identified ITAR or ACI tags.
	Y
	N
	TM
	P
	21

	Task Management-001
	Server based task store
	Y
	Y
	OL
	M
	21

	Task Management-001
	Server based task store
	Y
	Y
	ET
	M
	21

	Task Management-002
	Task assignment (delegation)
	Y
	Y
	OL
	M
	21

	Task Management-002
	Task assignment (delegation)
	Y
	Y
	ET
	M
	21

	Task Management-003
	Milestones generate reminders
	Y
	Y
	OL
	M
	21

	Task Management-003
	Milestones generate reminders
	Y
	Y
	ET
	M
	21

	Task Management-004
	Milestones generate Calendar entries
	Y
	Y
	OL
	M
	21

	Task Management-004
	Milestones generate Calendar entries
	Y
	Y
	ET
	M
	21

	Task Management-005
	Ability to forward
	Y
	Y
	OL
	M
	21

	Task Management-005
	Ability to forward
	Y
	Y
	ET
	M
	21


Facilities Requirements

Hosting environment must be able to provide:

· 24x7x365 access to facility
· N + 1 redundancy in all systems 

· Backup power capable of running for minimum of 3 days 

· Space for a minimum of 30 racks

· 220v power

· 99.999% cooling and power availability with 0 scheduled maintenance downtime.

· Fire control systems designed for data systems

· Controlled and monitored access to both building and to internal data facilities

· Ability to provision new server hosting within 2 weeks of notification

· Multiple network paths from the facility

· Touch labor available for on demand access to servers

· Capability to handle 17kb/sec x 70,000 users x 75% usage bandwidth with 99.9% uptime

· Dedicated secure network capabilities between sites

· Ability to monitor and report detailed network usage

· Ability to provision additional bandwidth within 30 days of notification

· Keyboard, Video & Mouse (KVM) capabilities to allow:

· Lights out operation via IP based KVM for remote access

· Two factor authentication capabilities for access

· Console access with visibility into the boot process for servers and storage subsystems

8 Appendix B

System Configuration

	Item
	Description
	Specific Configuration

	Maximum Message Size
	Maximum size of Encoded e-mail messages including message body and attachment(s).  “MIME” encoding adds approximately 33% to the size of the message and attachment.  Encryption adds to the overall size as well.
	20 MB


	Mailbox Size
	The size of the users mailbox allowed on the server
	Standard   400MB (<90%) 

Enhanced    1 GB (<10%) 



	Mailbox Size – Temp Emergency increase
	Temporary mailbox size increase allowed when user on short term travel (<30 days) and unable to manage their mailbox.

Increase expires 3 days after traveler returns.
	400 MB increased to 800MB

1 GB increased to 1.5 GB

	Deleted Items Retention
	The number of days a single item can be restored after deleting by user. 
	14 calendar days

	Deleted Items Retention by Help Desk
	The number of days a single item can be restored after deleting by user and recovered by a Help Desk ticket.
	15 to 30 calendar days after the deletion

	Restore Deleted Mailbox
	The number of days a mailbox can be restored 
	30 calendar days

	Backup Retention
	Backup Tape Retention
	30 calendar days


	Message Tracking
	The number of days a message can be tracked through the system
	No more than 7 days

	VIP cluster retention
	Special email retention schedule for subset of NASA personnel.
	Retain email for specifically designated VIP on protected media for an indefinite period of time.   


Service Level Objectives
	System Availability

 Availability is the amount of time the system(s), or the total system, is working such that the customer can utilize the ordered provided services.    The seat/system is considered available when the entire hardware and software configuration of the system operates correctly at the subscribed service level.



	Item
	Description
	Objective
	Measure


	Exchange Service Hours
	99.9% of the hours the Exchange servers should be available per month minus maintenance windows and scheduled outages. 

 
	24 hrs/day excluding scheduled maintenance and scheduled changes.

Maintenance Window:  Monthly maximum of sixteen hours downtime scheduled for (4) four-hour increment, every Friday between the hours of 11pm to 3am CT.   Special events (flight freezes, facility maintenance, etc.) may require maintenance window changes.  

Scheduled outages:  Scheduled with a minimum of one week notice to impacted users prior to the outage.  
	Vendor provides monthly availability report.  Evaluate the system outage reports on a monthly basis to verify that system downtime does not exceed acceptable limits.  Availability percentage is based upon a ratio of actual number of service minutes per user divided by the total number of possible minutes per user.

Formula used:

1- (Outage minutes/total client minutes)




	Exchange Service Hours – Absolute Availability
	97.68% of the hours the Exchange servers should be available per month.   

 
	24 hrs/day 
 
	Vendor provides monthly availability report.  Evaluate the system outage reports on a monthly basis to verify that system downtime does not exceed acceptable limits.  Availability percentage is based upon a ratio of actual number of service minutes per user divided by the total number of possible minutes per user.

Formula used:

1- (Outage minutes/total client minutes)

If the only outages during a 30 day month were the 4 4-hour maintenance periods, you would have an Absolute Availability percentage of 97.78%.

	Mailbox Database Outage
	The amount of time it takes to restore a single database outage. (multiple users per mailbox database)
	8 hours
	In the case of database outage event, verify that the database is restored to service within an acceptable timeframe, from the earliest report (whether from automated monitoring service or a ticketed customer report)


	Storage Group Outage (based on current mailbox sizes and 24 mailbox databases)  
	The amount of time it takes to resolve a storage group outage
	8 hours   
	In the case of a storage group outage event, verify that the storage group is restored to service within an acceptable timeframe, from the earliest ticketed customer report.

	Security Requests – requests for information on a NOMAD user account.  


	Provide data as requested.  Time required to provide data is dependent on the amount of data available, the number of requests in queue, and the priority of the requests.

Requests are prioritized by urgency.

1. Requests from Federal law enforcement agencies – e.g. FBI

2. Requests from State and local law enforcement groups

3. Security requests from NASA IT Security.

4. FOIA and OIG requests
	All data requests are to be made following NASA SOP-008, then sending the request via encrypted email to the Government Agency Email Manager, the Contractor IT security Manager, and the Contractor Agency Email Operations Manager, followed with a phone call to each. Each request is to be tracked in secure or very limited ticket system.

Type 1 and 2 request - These requests will be started within 2 hours after the ticket is opened during business hours, and best effort after normal business hours.

Type 3 and 4 request – These requests will be started within 8 business hours after the ticket is opened.


	Security Requests – requests for information on a NOMAD user account.  

Difficult to establish a fixed completion time.  Process will be developed whereby NASA and the service provider agree on a completion time for each request and the metric be success in that completion time.

	Instant Messaging Service Access Availability
	Remote Access to NOMAD provided via Live Communication IM Services are available during the service hours. Service hours 24x7 less maintenance hours.
	99.9% 
	Evaluate the system outage reports on a monthly basis to verify that system downtime does not exceed acceptable limits. 

Formula used:

1- (Outage minutes/total client minutes)

Total Client Minutes is determined by the average number of users for the time of day and the day of week for the outage.

Average is calculated on previous month’s data. i.e. April would be calculated based on March.


	System Performance 



	Item
	          Description
	Objective
	Measure

	Outbound Inter-site Message Transfers
	Email services originating internally and measured up to the Gateway demarcation point.

	< 5 minutes


	Requires set up of automated methodology capturing message transfers and time frames to ensure contractor is providing service within acceptable limits through the NPFs, Proofpoint, & Exchange Hub.

	Message Transfers 
	Intra-Exchange mailbox to mailbox traffic.
	Transfer speed to be defined with Ex2007
	Audit a random sample of emails passing via Exchange Hub to ensure contractor is providing service within acceptable limits.


	Disaster Recovery



	Item
	Description
	Objective
	Measures

	Implementing COOP

Mailbox Restore 
	Estimated outage less than 24 consecutive hours 
	No Action

 
	No Action



	Implementing COOP

Mailbox restore
	Estimated outage greater than 24 hours
	If planned outage, failover to SCR cluster night before outage.

If unplanned outage, initiate failover operations immediately.
	Verify outage greater than 24 hours and failover initiated as mandated.



	Implementing COOP services for ODIN provided Blackberry devices.
	Estimated outage less than 24 hours 
	No Action

 
	  

	Implementing COOP services for ODIN provided, Blackberry devices 
	Estimated outages greater than 24 hours: 95% of BB accounts are connected to their respective Exchange account.
	Accounts connected within 2 hours after Exchange DR.
	Verify 95% of accounts are linked to Exchange accounts through server based report

	Implementing COOP services for ODIN provided, Goodlink devices
	Estimated outage less than 24 hours 
	No Action


	

	Implementing COOP services for ODIN provided, Goodlink devices
	Estimated outage greater than 24 hours: 95% of Goodlink accounts are connected to their respective Exchange account.
	Move Database to backup Sql Server and enable backup Sql Server within 2 hours after Exchange DR.
	Verify 95% of accounts are linked to Exchange accounts through server based report

	Implementing COOP services for ODIN provided, Active Sync devices
	Estimated outage less than 24 hours 
	No action
	

	Implementing COOP services for ODIN provided, Active Sync devices
	Estimated outage greater than 24 hours
	Is part of Exchange failover, no additional action necessary (redirecting mail01 and mail02)


	N/A 

	DR/COOP Recovery – normal operations
	Restore to normal operations after decision to end DR or COOP
	< 2 hours (not business hours)
	Upon return to normal operations after a DR/COOP event, verify availability of a random sample of user mailboxes, including users with Blackberry or Goodlink requirements.  Also verify Goodlink or Blackberry functionality for those users.


	Support Response Times = User Initiated Support Request (ODIN responsibility)



	Item/Description
	Objective
	Measures

	Temporarily increase mailbox size <= 30 days.  
	<2 hours during business hours; 

< 6 hours outside standard business hours – emergency handling 
	Contractor tracks and reports data against metric on a monthly basis to COTR.


	Add/Disable mailboxes 
	8 business hours from the point that ODIN Help Desk receives mailbox request with all the correct information. 
	Contractor tracks and reports data against metric on a monthly basis to COTR.

	Mailbox Restore (from tape) – available 
	8 business hours after request received. 


	Contractor tracks and reports data against metric on a monthly basis to COTR.

	Distribution List creation/modifications
	8 business hours from the point that the ODIN Help Desk receives request with all the correct information and after government approval if necessary.
	Contractor tracks and reports data against metric on a monthly basis to COTR.


	 Customer Satisfaction (NOMAD Responsibility)

Master Contract: Customer Satisfaction will be measured using commercial/broad industry-accepted practices and objective evidence based on a statistical approach specified by the Contractor and found acceptable to the Government (i.e., selected customer surveys, comment forums). The metric should measure the user’s determination of the accuracy, completeness, consistency, effectiveness, timeliness, and overall quality of the service provided by the Contractor.

The primary measure is the percent of respondents who choose a score of “Very Good” or “Excellent”. The Contractor shall use the following scale: Poor – Fair – Good – Very Good – Excellent.

	Item/Description
	Objective
	Measures

	Return to Service Customer Satisfaction on move/add/ change/break fix tickets.
	95%
	Contractor tracks and reports data against metric on a monthly basis to COTR.

	Periodic Customer Survey on satisfaction (not associated with move/add/change/break-fix.  Suggested timing is semi-annually.
	95%
	Analysis of survey results.

	
	
	


	Outreach (NOMAD Responsibility)

	Item/Description
	Objective
	Measures

	CENTER Notification / Outage Notification/

- Provide notification to center communication POCs about outages
	Planned events – notification required minimum 1 week prior to event. 

Unplanned events - Notification required to Center Communication POCs within 30 minutes of identification and confirmation of an issue by engineering or operations. 
	Contractor tracks and reports data against metric on a monthly basis to COTR.

	Service Outreach
	Provide appropriate Outreach for new or updated NOMAD services.  Status reporting requirements to keep requestors and/or designated contacts apprised of issue resolution progress.
	Audit a random sample of outreach provided for new or updated NOMAD services
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