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Document Abstract
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IT Incident Management Purpose

NASA recognizes the need to establish reasonable guidelines for the effective

use, management, and maintenance of underlying IT incident management. In
doing so, NASA seeks to protect the integrity of its production environment and
ensure adherence to NASA standard IT service management practices.

The purpose of this document is to provide all involved parties (including staff,
management, partners, providers, and contractors), regardless of physical
location with a guide and reference to NASA'’s IT incident management
processes, procedures, and standards.

This document also serves to ensure that all parties involved in NASA’s IT
incident management processes, procedures, and standards, understand the
requirements associated with NASA'’s IT incident management processes,
procedures, and standards.

IT Incident Management Scope

This document is intended to cover all IT incidents associated with NASA's IT

environment including, but not limited to,:
e Internal customers

External customers

Technology partners

HW

SW

Operating Systems

Applications

Telecommunications

Networks

Systems

Patches, Upgrades, Modifications

People/Organizational Structure

Process

Service Levels

IT Incident Management Description

The IT incident management process at NASA is a complex set of tasks,
activities, and functions that seek to restore normal service operations to
customers as quickly as possible: to minimize any negative impacts to business
operations; to ensure that expected service levels are appropriately maintained;
and that any additions to service requirements are addressed. The IT incident
management process is responsible for the identification and management of all
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IT incidents (both internally and externally generated) relating to NASA’s IT
environment.

The IT incident management process at NASA is comprised of the following
tasks:
e Incident Detection
o0 Incident detection is the point at which the service provider
becomes aware that there has been a negative impact to expected
service levels, or if there has been a request for additional service.
e Recording of The Incident
o Documentation of the incident is critical to ensure proper tracking
and information management of the incident. Recording of
incidents often occurs through the use of a ticketing/workflow
engine (e.g., Remedy/BMC, Peregrine/HP).
e Incident Classification
o Incident classification is the activity that seeks to ensure that
incidents are attended to with the appropriate urgency and by the
appropriate parties. Incident classification often utilizes the change
management categorization schedule to facilitate classification, and
may be performed in concert with both the change management
and problem management processes.
e Initial Support
o Initial support for incidents may be performed by any number of
individuals within the service provider’s organization. Initial support
is the first look into the incident and does not guarantee that the
issue will be resolved without additional support. Well-known and
easily resolved incidents, however, may be resolved at this point.
e Matching Incidents Against Known Errors
o There is often information available regarding incidents that have
occurred in the past (e.g., those impacted, the types of impact,
effected systems, possible resolutions) which may be useful to the
resolution of the incident in question. This task seeks identify and
utilize that information.
e Incident Investigation/Diagnosis
o Incident investigation/diagnosis is the task during which the
incidents that cannot be resolved during the “initial support” task
are analyzed and for which an appropriate fix may be identified.
¢ Incident Resolution/Recovery
o Incident resolution/recovery is the task for which well-known and
easily resolved incidents may also be undertaken to simply restore
service (e.g., a reboot). It should be noted that true fixes (i.e.,
alterations to the configuration of the system) are not applied at this
part of the process. Fixes for incidents are applied in the change
management process.
e Confirmation With Customers
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o Following the resolution/recovery task, the service provider should
check with service customers to ensure that services have been
restored to expected service levels.

e Incident Closure

o Incident closure is the final completion of the incident and may
include closing out the incident ticket, documentation of any
information relevant to the “known-error” database, etc.

NASA Incident Management Process Version 1.0



IT Incident Management Process Flow

SO-2 Incident Management 3/5/2009
21
Create and
Start Maintain
= Procedures
o and Policy
=
[0
S
= 22 23 24 25 o 27
s Start Identify > Log > Categorize —» Prioritize —» o —» Escalate
! . h . Initial A
s Incident Incident Incident Incident Di A Incident
= iagnosis
()
o
o
1= 2.9
Inves%i.sate & Rezdi 219
estigate —» | Incidentand | —p Close
Diagnosis i
- Recover Incident
Incident .
Service

Purpose, Goals and Objectives:

The primary goal of the Incident Management process is to restore normal service operation as quickly as possible and minimize the adverse impact on business operations, thus ensuring that the best possible
levels of service quality and availability are maintained. “Normal service operation” is defined here as service operation within SLA limits.

Triggers: Primary Interfaces: Information Management:
Incidents can be triggered in many ways. The most The interfaces with Incident Management include: Most information used in Incident Management comes from the
common route is when a user calls the Service Desk following sources:
or completes a web-based incident-logging screen, Problem Management — Incidents are often caused by underlying
but increasingly incidents are raised automatically via problems, which must be solved to prevent the incident from recurring. Incident Management tools contain information about: incident and
Event Management tools. Configuration Management — provides data used to identify and progress problem history, categories, action taken to resolve incidents, and
incidents. diagnostic scripts.
Change Management — where a change is required to implement a
workaround or resolution, this will need to be logged as an Request for Incident Records containing: unique reference number, incident
Change (RFC) and progressed through Change Management. classification, date and time of recording, name and identify of the
Capacity Management — may develop workarounds for incidents. recorder, name/organization/contact details of the affected user(s),
Availability Management — uses incident management data to determine description of the incident symptoms, details of any actions taken,
the availability of IT services and looks at where the incident lifecycle can incident category, impact, urgency and priority, relationship with other
be improved. incidents, problems, changes, or Known Errors, and closure details.
Service Level Management — Incident management enables SLM to
define measureable responses to service disruptions. It also provides Incident Management also requires access to the Change
reports that enable SLM to review SLAs objectively and regularly. SLM Management System (CMS), this helps identify the Configuration
defines the acceptable levels of service within which Incident Items (Cls) affected.
Management works;, including: incident response time, impact definitions,
target fix times, service definitions mapped to users, and rules for The Known Errors Database provides valuable information and
requesting service. possible resolutions and workarounds.
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S0O-2.1 Create and Maintain Incident Management Procedures and Policies

3/5/2009

NASA Business
User
Community

Feedback Loop

-
C -

33 |

= % 211
=) Manage &
~ @© Start Maintain
=5 Procedures
0ns and Policy
N2

2.1.2
Review &
Revise
Procedures
and Policy

213
Approve
Procedures
and Policy

2.1.4
Communicate
Procedures
and Policy
Change

Other NASA
Retained Authority

Services

Provider — Support | Provider — Primary
Services
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S0-2.2 Identify Incident

3/5/2009

NASA Business
User
Community

G

221
Identify
Incident

Log
Incident

Service Desk

(3" Party)

(2.2) Identify Incident:

Work cannot begin on dealing with an incident
until it is known that an incident has occurred. I
is usually unacceptable, from a business
perspective, to wait until a user is impacted and

contacts the Service Desk. —

As far as possible, all key components should
be monitored so that failures or potential failures|
are detected early so that the incident
management process can be started quickly.
Ideally, incidents should be resolved before they|
have an impact on users.

Other NASA
Retained Authority

Services

Incident Occurs

221
Identify
Incident

Log
Incident

In ITIL terminology, an “Incident” is defined
as:

An unplanned interruption to an IT service or
reduction in the quality of an IT service. Failure
of a configuration item that has not yet impacted
service is also an incident, for example failure of]|
one disk from a mirror set.

Incident Management is the process for dealing
with all incidents; this can include failures,

failures, questions or queries reported by users

(usually via a telephone call to the Service
Desk), by technical staff, or automatically
detected and reported by event monitoring
tools.

Provider — Support | Provider — Primary

Services

221
Identify
Incident

Log
Incident
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S0-2.3 Log Incident

3/5/2009

Ilgeziz"frilt Automated.
L If possible.
From 231

22 > Provide h
Incident Input

NASA Business
User
Community

(2.3) Log Incident:

All incidents must be fully logged and date/time
stamped, regardless of whether they are raised
through a Service Desk telephone call or
whether automatically detected via an event

alert. —

Incident Input

Services

~ Categorize Note: if Service Desk and/or support staff visit
N~ Incident the customers to deal with one incident, they
8 é* may be asked to deal with further incidents
© © 231 “while the are there’. It is important that if this is
o o d Log Incident done, a separate Incident Record is logged for
E '%_) each additional incident handled — to ensure
[T that a historical record is kept and credit is given|
(97)] \F for the work undertaken.
TT created.
| Clock starts here! All relevant information relating to the nature of | |
> the incident must be logged so that a full
= historical record is maintained — and so that if
< 5_2 the incident has to be referred to other support
2] = group(s), they will have all relevant information
<ZE < on hand to assist them.
T ®
= S
og
(0]
o
Identify TTS entry is
Incident performed by the
— service providers
From 2.3.1 who identified the
2.2 > Provide i incident.

Identify
Incident
From 231
22 > Provide r

Incident Input

Services

Provider — Support | Provider — Primary
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S0-2.4 Categorize Incident 3/5/2009
[}
(%]
g =2
‘0 5 % (2.4) Categorize Incident:
>
mw E - )
D€ Part of the initial logging must be to allocate
suitable incident categorization coding so that
< O the exact type of the call is recorded. This will
= be important later when looking at incident
types/frequencies to establish trends for use in ——
o Problem Management, Supplier Management
~ Log Prioritize and other ITSM activities.
N~ Incident Incident
= | ote that the check for Service Requests in this
s Note that the check for Service R in thi
e process does not imply that Service Requests
a.)“’ From N 241 d imply that Service R
oo 2.3 Cate%onze are incidents. This is simply recognition of the
>® Incident fact that Service Request are sometimes
[5) 9?/ incorrectly logged as incidents.
) Y
Multi-level categorization is available in most
tools- usually three or four levels of granularity.
‘= ote: Sometimes the details available at the
= N S i he detail ilabl h
< 8 time an incident is logged may be incomplete,
= misleading or incorrect. It is therefore important
(</() = isleading or i Itis therefore i
> that the categorization of the incident is verified/
- O validated and updated if necessary, at call
Qo closure time (in a separate closure
SRS categorization field, so as not to corrupt the
(@) S original categorization).
(]
o
% |_ —_——_ 1
g I I
g8 Perform initial | |
I 2 | event profiling in |
— % | concert with the
(] Service Desk |
k=N%]
s ' |
o I
a | [
= | !
2 I
Qo
S0 ! I
n v | Perform initial
| L event profiling in I
. S | concert with the | ——————————— 1
8 % | Service Desk | | Indicates that one or more of these may |
S | | be performed, as appropriate
°c | e 4 e ——— ——
o
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SO-2.5 Prioritize Incident 3/5/2009

[%)]
(%]
Q = )
c = Severity/Urgency/Impact o . .
g 6 5 tables utilized here. (2.5) Prioritize Incident:
m un £ Tables will have been . .
< ) IS created in process design Angther }mportant aspect of logging every )
& o phase. incident is to agree and allocate an appropriate
< (@) prioritization code — as this will determine how
> the incident is handled both by support tools
and support staff. —
~ Categorize Conduct Initial Prioritization can normally be determined by
0~ Incident Diagnosis taking into account both the urgency of the
Q > —_— 251 incid h ickly the busi d
ae = Perres 253 incident (how quickly the business needs a
) © [or d e resolution) and the level of impact it is causing.
o o 2.4 e Incident P[?esllgnatz An indication of impact is often (but not always)
> Urgency & riority Code the number of users being affected.
() &, g In some cases, and very importantly, the loss of
(79} S service to a single user can have a major
business impact — it all depends upon who is
trying to do what — so numbers alone is not -
> enough to evaluate overall priority.
=
< 9 Possible
(<j(’ = Automation
> Point
[ o]
[}
= £
og
(0]
o
—_——_— -
1

Assign Severity
Rating per Client
Guidelines

Services

Assign Severity
Rating per Client
Guidelines

1
| Indicates that one or more of these may
| be performed, as appropriate |

Provider — Support | Provider — Primary
Services
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S0-2.6 Conduct Initial Diagnosis 31512009

[}
3 >
< ‘é Provide
g =] Information
mun £ Regarding
< D e Symptoms, as
N (] appropriate
< @)
zZ
~ Prioritize Resolve
N ~ Incident A Incident
(] b 2.6.2 2.6.3 26.4
0 E From 26.1 Utilize Reference Aslsi‘ 7 (-
8 o 25 Gather > Diagnostic —» | Known Error | | —| Referegnce Sl Desk)’,) Yes
ST Symptoms Scripts, as Database, as v %
E \0:)/ appropriate appropriate
n Y
\rGuidebooks/
[ Procedures
2‘ No
S
&5 2
2 = S0-4
z _<é (2.6) Conduct Initial Diagnosis: Problem
=
g g If the incident has been routed via the Service Management
e ‘© Desk, the Service Desk Analyst must carry out
E,‘ initial diagnosis, typically while the user is still Esqalate
[n'd on the telephone — if the call is raised in this Incident
way — to try to discover the full symptoms of the
P — incident and to determine exactly what has
© | 1 gone wrong and how to correct it. It is at this
§ @ | stage that diagnostic scripts and known error
E ) | | information can be most valuable in allowing
| Qo | Provide earlier and accurate diagnosis.
— E Initial Diagnostics |
L D | If possible, the Service Desk Analyst will resolve
-CS’ n | | the incident while the user is still on the
o) | telephone — and close the incident if the
E | | resolution is successful.
[l
= ! | It the Service Desk analyst cannot resolve the
8_ | | incident while the user is still on the telephone,
o but there is a prospect Service Desk may be
> 8 l | able to do so within the agreed time limit without|
UI.) o | Provide [ assistance from other support groups, the
o E | Initial Diagnostics _Analy_st shot_JId inform the user pf their | e e e o
o O | intentions, give the user the incident reference | Indicates that £ th 1
=R | number and attempt to find a resolution. ndicates that one or more of these may |
S | | be performed, as appropriate
e L ___ ‘< e e e = = = — = 4
o
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SO-2.7 Escalate Incident

3/5/200¢

9

(2.7.1) Functional Escalation

As soon as it becomes clear that the Service
desk is unable to resolve the incident itself (or
when target times for first-point resolution have
been exceeded — whichever comes first) the
incident must be immediately escalated for
further support (i.e.,supplier incident
management and NASA problem
management,).

If the organization has a second- level support
group and the Service Desk believes that the
incident can be resolved by that group, it should
refer the incident to them if it is obvious that the
incident will need deeper technical knowledge,
or when the second-level group has not been
able to resolve the incident within the agreed
target times (whichever comes first), the
incident must be immediately escalated to the
appropriate third-level support group. Note that
third-level support groups may be internal — but
they may also be third parties such as software
supplier or hardware manufacturers or
maintainers. The rules for escalation and
handling of incidents must be agreed in SLAs
and UCs with internal and external support
groups respectively.

2 Support

Services

Coordinate &
Provide Level

Coordinate &
Provide Level
3 Support

]
0
g =2
D = 5 )
= )] g Request / Receive
m 2 Status Updates
<~ &
(7]
< © y
P4
N~ Conduct Initial ¢ ¢ ¢ Investigate &
0 > Diagnosi ¥—— Diagnosis Incid
o= iagnosis iagnosis Incident
@ 271 272 273
O L Coordinate Periodic
o Coordinate Hi e Upd ¢
ST Functional ierarchical p _ate of
E [32) Escalation Escalation Incident
1] ~ (as required) Status
>
=
< G To TIER I v
(K= Support
< S ~ (SIM) Provide
Z<= Assign Lead Management
= O () Provider as Support as
2 g ~ Required Required
=
O®
o)
o
—_ N _

Investigate &

Diagnosis Incident

Provider — Support | Provider — Primary

2 Support

Coordinate &

Coordinate &
Provide Level
3 Support

Services

r
I

I

I

I

I

I

i

I

I

| Provide Level
I

I

L

Investigate &

Diagnosis Incident

| Indicates that one or more of these may |
| be performed, as appropriate

(2.7.2) Hierarchical Escalation

If incidents are of serious nature (for example
Priority 1 incidents) the appropriate IT
managers must be notified, for informational
purposes at least. Hierarchical escalation is
also used if the “Investigation and Diagnosis”
and “Resolution and Recover” steps are taking
too long or proving too difficult. Hierarchical
escalation should continue up the management
chain so that senior managers are aware and
can be prepared and take any necessary action,
such as allocating additional resources or
involving suppliers/maintainers. Hierarchical
escalation is also used when there is contention
about whom the incident is allocated.
Hierarchical escalation can, of course, be
initiated by the affected users or customer
management, as they see fit — that is why it is
important that IT managers are made aware so
that they can anticipate and prepare for any
such escalation.
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S0O-2.8 Investigate & Diagnosis Incident

3/5/2009

[%)]
(%]
g =2
U = % ____________ - (2.8) Investigate and Diagnosis Incident: Create Known Error Record:
> 3 g | Indicates that one or more of these may be |
o D€ performed, as appropriate | If a fault has been reported, some degree of As soon as the diagnosis is complete, and
(<,(’ o ——_— e _—— = investigation and diagnose is likely required. particularly where a workaround has been found
< (@) (even though it may not yet be a permanent
= Each of the support groups involved with the resolution), a Known Error Record must be
incident handling will investigate and diagnose raised and placed in the Known Error Database ——
what has gone wrong - and all such activities — so that if future incidents or problems arise,
X~ Periodic Update of Periodic Update of | (including details of any actions taken to try to they can be identified and the service restored
N~ Incident Status Incident Status resolve or re-create the incident) should be fully more quickly.
O > . b . L
el < documented in the incident record so that a
= From To . . T . .
o © complete historical record of all activities is However, in some cases it may be
o o 273 2.7.3 maintained at all times. advantageous to raise a Known Error Record
E B even earlier in the overall process — just for
[} @/ A Note: Valuable time can often be lost if information purposes, for example — even
(79} investigation and diagnostic action (or indeed though the diagnosis may not be complete or a
resolution or recovery actions) are performed workaround found, so it is inadvisable to set a
serially. Where possible, such activities should || concrete procedural point exactly for when a
> be performed in parallel to reduce overall Know Error Record must be raised. It should be|
2wn
= 5 timescales — and support tools should be done as soon as it becomes useful to do so.
< g = designed and/or selected to allow this.
2 *5' = However, care should be taken to coordinate
> I (@) Request Status Report Status activities, particularly resolution or recovery
- O (8] activities, otherwise the actions of different
[SIT) c groups may conflict of further complicate a
g % 2] resolution.
]
o u
@
a j A
© Incident Resolve
1S Escalation Incident
= 8 2@ 2.8.4
o o From Ac'céss 282 2.8.3 Understand 2.8.5 To
(IS 2.7 » N Analyze » Confirm Chronological Confirm Full » 29
o T Incident .
Incident Data Symptoms Order of Impact
o @ Record
0 Events
>
]
S
o
= Incident Resolve
8_ Escalation Incident
o —_— 28.1 284
=] 8 From ACCesS 282 2.83 Understand 2.85 To
2 o 2.7 > A Analyze > Confirm Chronological Confirm Full > 29
| = Incident A
> Incident Data Symptoms Order of Impact
o = Record
o D Events
=N
>
o
S
o
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S0O-2.9 Resolve Incident 3/5/2009

[)]
(%]
g =2
g 5 g (2.9) Resolve Incident:
m 8 E When a potential resolution has been identified,
(</E) o this should be applied and tested. The specific
< (@] actions to be undertaken and the people who will
=z be involved in taking the recovery actions may
vary depending upon the nature of the fault — but ——
could involve:
~ Periodic Update of
8 S Incident Status « Asking the user to undertake directed activities
A e To on their own desk top or remote equipment.
©
g o 2.7.3 * The Service Desk implementing the resolution
>3 either centrally (say, rebooting a server) or
™ .
[T~ A remotely using software to take control of the
()] user's desktop to diagnose and implement a
resolution
> « Specialist support groups being asked to
= implement specific recovery actions (e.g.
(<j() 2 Network Support reconfiguring a router)
=
<ZE 3: Report Status * A third-party supplier or maintainer being
- O asked to resolve the fault
(O]
S £ Even when a resolution has been found,
(@) 9 sufficient testing must be performed to ensure
& that recovery action is complete and that the
service has been fully restored to the user(s).
> e .
5] | | In some cases it may be necessary for two or
= . No more groups to take separate, though perhaps
= »n Investigate & | ¥ l Close coordinated, recovery actions for an overall
o 8 Diagnosis Incident | Incident resolution to be implemented. In such cases
| = From | 29.1 2.9.2 | Incident Management must coordinate the
5 5 28 | Identify Test and Incident es activities and liaise with all parties involved.
=N%] i ! Potential Apply Resolved? T
8 | Resolution Resolution | Regardless of the actions taken, or who does
=4 them, the Incident Record must be updated
o ! | accordingly with all relevant information and
s | | details so that a full history is maintained.
=
o
Qo l | The resolving group should pass the incident
g— %) Investigate & | - [ Close back to the Service Desk for closure action.
n g Diagnosis Incident [ No Incident
K= - 29.1 2.9.2 e
5 & 28 I Identify Test and Incident Yes [ -
kel . | Potential Apply Resolved? | Indicates that one or more of these may be |
g | Resolution Resolution | L performed, as appropriate |
T o T N T N
& L _______—_______/
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S0-2.10 Close Incident

3/5/2009

52
c )
D S Provide
< e Confirm Closure Satisfaction Input,
(Q e as requested

]
Zz 0 Y Y
X
8 = h 4 \ 4
N e 2.10.1 2.10.2 2.10.3 2104 2.105 2.10.6
o © Confirm Ensure Initial Survey User N DOCL;mént all Evaluate if Perform End
o o Closure with Categorization Satisfaction, Details Incident is Formal
s '5(’.0 User was Correct as required Recurring Closure
O ~—
N Y Y

> If Recurring

P
< 5] Trouble Ticket
K= clock stops here.
<5 = S0-4

om

Zz < 29 Escalate To
B ° i Problem
£ g Management
oS Resolution &

& Recovery

Services

Provide Incident
Details, as
Requested

<

_—_— e - -

Provide Incident
Details, as
Requested

Provider — Support | Provider — Primary

Services

Provide Incident
Details, as
Requested

Provide Incident
Details, as
Requested

1
| Indicates that one or more of these may |
| be performed, as appropriate
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IT Incident Management Roles and Responsibilities

A number of roles and responsibilities have been identified as essential to the IT
incident management process. The purpose of this section is to define those
functional roles and responsibilities necessary for effective IT incident
management, including but not limited to, NASA'’s staff, management, partners,
providers, and contractors, regardless of physical location, involved in identifying
and supporting IT incidents relating to NASA’s IT environment.

Roles

Responsibilities

(SIM) Incident Management
Process Owner

Responsible for the documentation, modification, and update
of all IT incident management process documentation
Responsible for assuring that the incident process meets
organizational performance expectations

Ensures that individuals/groups adhere to the incident
process

Accountable for the efficiency, effectiveness, and
accountability of the process

Responsible for incident management performance reporting

Incident Coordinator

Participates in weekly Change Advisory Board (CAB)
meetings

Accountable for management of incident ticket completeness,
timeliness of responses and follow-up, and integration with
other processes (e.g., change management)

Monitors the effectiveness of incident management and
makes recommendations for improving it

Manages incident support staff

Allocates resources for incident support effort

Assists with incident management reporting and
documentation

Assists with incident ticket completeness, timeliness of
responses and follow-up, and integration with other
processes (e.g., change management)

Incident Support

May help with entry of incident ticket

May participate in 1%, 2", and/or 3" level incident support
May participate in 1%, 2", and/or 3" level problem support
Identifies incidents (e.g., customer calls, via monitoring, by
analyzing incident data, etc.)

Investigates incidents, according to impact, through to
restore, handoff to problem management, or error
identification

Matches incidents to known errors

Advises incident management staff, and/or acts, on the best
available work-arounds for incidents related to known errors
May enter/update known error information

18 NASA Incident Management Process Version 1.0




Identification of Incidents and Logging of Incident Tickets

An incident will be recognized when a variation from standard IT operating
performance has been identified or is likely to occur, as well as when IT
customers require assistance. Incidents include, but are not limited to:

e Degradations in expected IT performance

e Requests from customers

e Impacts to IT service levels

Incidents may be identified by: any person (including staff, management,
partners, providers, and contractors, regardless of physical location) responsible
for supporting, or receiving support from, NASA’s IT environment.

IT incident management tickets are to be filled out for any/all incidents reported,
concerning NASA'’s IT environment.

Known incident information is to be filled submitted to the NASA Enterprise
Service Desk incident management system for any/all current or previously
encountered but unreported incidents.

Sample Incident Ticket (captured through the NASA incident
management system managed by the NASA Enterprise
Service Desk)

Submission date/time

Submission #

Incident information

Incident classification

Priority

Effected parties/locations

Possible causes of incident

Hand-offs to other processes (e.g., change
request form)

Responsible support personnel

Estimated resolution time

Incident status — logged, assessed, rejected,
accepted, on hold

Sample Known Error Ticket

Submission date/time

Submission #

Known error information

Known error classification

Criticality

Effected parties/locations/platforms
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Relevant support personnel

Possible causes of known error

Workaround information

Estimated resolution time

Estimated cost to repair

IT Incident Support Timing

IT incident management is ongoing. When incidents are discovered, support will
be provided according to pre-defined incident management support and service
levels defined within each supporting contract.

IT Incident Management Performance Measures

NASA will measure and maintain the performance of its IT incident management
process through the NASA Enterprise Service Desk with the following
performance measures:
e # of incidents during the period (week)
% of incidents initiated by customers
Mean time to incident resolution
% of incidents handled within agreed response time
Avg. cost per incident
% first call resolution
# of incidents processed per service desk employee
% of incidents resolved via self service
% of incidents resulting from changes% Incidents resulting from change
Customer satisfaction rating (1=low, 5=high)
# of repeat inquiries
Average cost per call
# of escalations

IT Incident Management - Key Integration Points

Effective IT incident management requires significant integration between those
technology and business communities that support, or request support of,
NASA'’s IT environment. As such, the IT incident management process should
include, but not be limited to, the following process integration points:
e Inputs
0 Monitoring
Systems/network management event generation
Security threat/weakness/vulnerability
Request/Demand Management
Customers
Project Management
Applications Development

O O0OO0O0OO0OO0
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0 Architecture

o Operations

0 Business Relationship Management

o Configuration Management (known errors)
e OQOutputs

o Problem Management

o Configuration Management (known errors)

Document Maintenance

NASA'’s Service Integration Management office will review the IT incident
management process document annually for detail and periodic refinement.

Additional reviews may be conducted as needed to amend policies to reflect
changes in NASA'’s IT and business strategies, service offerings, and changing
conditions in legal, regulatory, and market conditions. Suggestions or feedback
regarding the IT incident management process document may be submitted to
the document owner, who will formalize and submit draft document revisions for
review and approval by the document review board. Once approved, the
document owner will update and distribute the document.
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